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1 Introduction

There is ample consensus that dynamics in the firms’ customer base -i.e. the set of cus-

tomers currently purchasing from a firm- are important determinants of performance, and

that firms act to influence the evolution of their customer base (Foster et al. (2012)). How-

ever, how relevant customer markets are for the firms’ optimal pricing policy is an open

question (Blanchard (2009)). In this paper we study a model of price setting with customer

retention concerns. We characterize the equilibrium of the model and estimate it using novel

micro data. Using the estimated model, we study the implications of customer markets for

firm’s pricing policy. We show that introducing customer retention concerns into a standard

price setting model has relevant consequences for equilibrium price dynamics: it substantially

increases the pro-cyclicality of markup and decreases the pass-through of cost shocks.

We build on the seminal work on customer markets by Phelps and Winter (1970) and

explicitly model the game between a customer and a firm. In particular, we model inertia

in customer dynamics by introducing search frictions along the lines of Burdett and Coles

(1997).1 Customers demand an homogeneous good sold in different locations, each of them

populated by a single firm. Every customer is matched to a particular firm at any point in

time, and reacts to the pricing policy of a firm by deciding whether to exit the customer base

of the firm and look for a new supplier. Customers incur in a cost if they change the firm they

patronize, increasing inertia in the customer base.2 In this framework, the firm considers its

customers as an asset, and sets the price with no commitment and no discrimination taking

into account the impact on consumer dynamics. Firms face a dynamic problem which is

linked to two different margins of demand. The first one is the static intensive margin and

concerns how much of the good the firm is able to sell to each of its customers, conditional

on the customer buying from the firm. The second margin, which we label extensive margin

of demand, concerns the decision of customers to exit the customer base. This dynamic

margin relates to how many individuals decide to remain and buy from their old firm. Firms

are characterized by different productivity levels, which evolve stochastically through time

according to a Markovian process. The combination of search frictions on the consumer side

and idiosyncratic firm productivity gives rise to equilibrium price dispersion, incentivizing

customers to search.

We obtain several noteworthy results from the characterization of our model. First, we

show that the optimal markup is a function of both the intensive and the extensive margin

elasticity of demand. When customer retention concerns bind, the optimal markup is lower

1This approach is also used in the context of labor markets. See for instance Burdett and Mortensen
(1998), Coles (2001) and Coles and Mortensen (2013).

2This cost can also be interpreted as switching cost in the spirit of Klemperer (1995).
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than the markup that maximizes static profits. The higher the extensive margin elasticity,

the lower the optimal markup. Moreover, the extensive margin is linked to a change in

demand that last for several periods, as lost customers are hard to win back. Therefore, it

weights more in the determination of prices than the intensive margin elasticity which only

affects current demand. Even a small extensive margin elasticity can, therefore, have a large

impact on optimal markups.

Looking at the cross-section of sellers within an industry, we show that shifts in produc-

tivity change the demand faced by the firm. In a Markovian equilibrium with persistence in

productivity, current productivity carries information about future prices. If higher produc-

tivity reflects in lower prices, customers expect highly productive firms to offer better prices

in the future. As a consequence, they are more reluctant to leave them and firms with higher

productivity face lower extensive margin elasticity of demand and charge higher markup.

We complement our modeling effort with a two-pronged empirical analysis. From a de-

scriptive point of view, we provide novel direct evidence of sluggishness in the customer base

by looking at the evolution of the customer base of a large U.S. supermarket chain. Despite

the growing attention towards the implications of customer retention, in fact, evidence in

that regards is still mostly based on anecdotal or survey sources. Supermarket scanner data

are particularly well suited to study customer base dynamics because they allow to track

precisely customers’ choice of the store where to buy. This allows us to document that there

is persistence in a customer’s choice of a retailer, and to show that a shopper decision to exit

the customer base responds to the relevant price. On average, a one percent change in the

price of the customer’s typical basket of goods raises her likelihood of leaving the retailer by

0.014 percentage points. This estimate is important as it identifies the size of the friction

determining customer dynamics in our model. Therefore, we target the extensive margin

elasticity implied from our descriptive regression, as well as other standard macroeconomic

targets, to quantify the model.

We use the estimated model to quantify the relevance of customer retention concerns

for price dynamics in our model. As a benchmark, we compare to an alternative economy

where we shut down the customer retention concerns, so that it approximates a model with

standard constant elasticity of substitution (CES) preferences. At the parameter estimates

the implied average markup is half of the equivalent statistic in the CES economy. Our model

also generates more dispersion in markups and, therefore, less dispersion in prices. Finally,

our model delivers strong comovement of markups with idiosyncratic productivity, consistent

with evidence in Petrin and Warzynski (2012).

Our estimated model provides a laboratory to study the implications of customer markets

for the response of markups to aggregate shocks. We quantify the cyclical behavior of markup
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simulating an aggregate technology and an aggregate demand shock. We show that customer

retention concerns imply procyclical markup conditional on both aggregate technology and

demand shocks, as conjectured by Rotemberg and Woodford (1991). These findings are

in line with the empirical evidence provided in Nekarda and Ramey (2013) and would not

generally arise in a standard CES model. The implications are quantitatively important: our

model reduces the predicted business cycle fluctuations of output by 30% with respect to a

setting where customer base concerns are not present.

In order to contrast the predictions of the model with abundant evidence from the in-

ternational trade literature and in particular with recent empirical studies documenting that

pass-through declines with productivity (Berman et al. (2012); Chatterjee et al. (2013)), we

simulate the pass-through induced by a real exchange rate appreaciation. Our simulation

delivers the same qualitative result.3 However, we point out that this finding depends on

restricting the analysis to a subsample of highly productive firms (the exporters). When we

use the model to simulate the pass-through of a cost shock that hits a random subset of firms

in the economy, and not only the most productive ones, we show that the implications are

reversed: low productivity firms pass-through less than high productivity ones.

Customer markets were first analyzed in the context of macroeconomics quantifiable mod-

els by Phelps and Winter (1970), and by Rotemberg and Woodford (1991), who modeled the

flow of customers as a function of the price posted by the firm. We microfound these ap-

proaches by having customer dynamics arising endogenously by solving the game between

firms and customers. The literature on “deep habits” (Ravn et al. (2006), Nakamura and

Steinsson (2011)) represents an alternative way to generate persistence in demand by intro-

ducing habits in consumption.

Our analysis of the implications of customer base preservation for pricing and markup ties

into a growing body of literature using models where the market share of the firm is sluggish

to study a number of issues such as pricing-to-market (Alessandria (2009), Drozd and Nosal

(2012)) and firm investment (Gourio and Rudanko (2011)). We focus on the influence of

customer base concerns on firm price setting as Burdett and Coles (1997), Menzio (2007)

and Kleshchelski and Vincent (2009). Burdett and Coles (1997) study the relationship of

equilibrium price dispersion with firm size in a model with endogenous entry of firms, while

we allow for idiosyncratic shocks to productivity and study the pass-through of cost shocks.

Menzio (2007) focuses on optimal price setting with commitment and asymmetric information

between sellers and buyers, whereas we study a model with symmetric information and no

commitment. Differently from Kleshchelski and Vincent (2009) we study an equilibrium

3Examples of other models consistent with the same predictions are Atkeson and Burstein (2008), Melitz
and Ottaviano (2008), or Garetto (2012).
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where firms are not symmetric allowing us to explore the relationship between markup, pass-

through and productivity. None of these papers analyze the reaction to aggregate shocks.

By showing that consumers are influenced by prices in their decision of breaking long

term relationships with suppliers, we add to the literature using scanner data to document

empirical regularities in pricing and shopping behavior. A series of contributions (Aguiar

and Hurst (2007), Coibion et al. (2012), Kaplan and Menzio (2013)) integrates store and

customer scanner data to show that intensity of search for lower prices is depends on income

and opportunity cost of time. We view our contribution as complementary to theirs as we

instead focus on the elasticity of search to prices.

The rest of the paper is organized as follows. In Section 2 we lay out the model and

characterize the equilibrium. Section 3 presents the data and descriptive evidence of the

relationship between customer dynamics and prices. In Section 4 we discuss the estimation

of the model. Results on markup dynamics and pass-through of cost shocks are presented in

Section 5 and Section 6, respectively. Section 7 concludes.

2 The model

The economy is populated by a measure one of firms producing an homogeneous good, and

a measure Γ of customers.

Firms. We use the superscript j, j ∈ [0, 1], to index a firm. The production technology

of the good is linear in the unique production input, `, and depends on the firm specific

productivity zj. That is, yj = zj`. We let w denote the marginal cost of the input `, p

denote the price of the good, and π(p, z) the profit function. We assume that π(p, z) is

continuously differentiable in p and single-peaked. We assume that firm specific productivity

zj is i.i.d. across firms. Let z ∈ [z, z̄] with z̄ > z > 0, and µ(z) denote the unconditional

density of productivity z. Also let µ(z′| z) denote the conditional density function of z′ given

z. The productivity shock is persistent in the sense that the cumulative distribution function,∫ s
z
µ(z′| z)dz′, is weakly decreasing in z.

Customers. We use the superscript i, i ∈ [0,Γ], to index a customer. Let I denote the

income level of a customer each period. Let d(p), v(p) denote the static demand and customer

surplus functions which, as in standard models, only depends on the current price p. We

assume that: (i) d′(p) < 0, d′′(p) ≥ 0, with limp→∞ d(p) = 0; (ii) εd(p) ≡ −∂ ln d(p)/∂ ln p ≥
1; (iii) ε′d(p) ≥ 0, and (iv) v′(p) < 0; v′′(p) ≤ 0. Assumption (i) states that the demand

function is decreasing and convex in prices and that the demand approaches zero as the

price diverges, (ii) is required for positive markups, assumption (iii) implies that the demand

elasticity increases with prices, while assumption (iv) simply states that the surplus of the
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customer is decreasing and concave in the price. Assumptions (i)-(iv) are typical properties

arising in standard macro models with CRRA utility functions and CES demand across a

large set of varieties. In Appendix A.1, we derive properties (i)-(iv) from first principles.

Notice that both demand and customer surplus functions do not depend on the identity

of the customer i. Nevertheless, customers will face different realizations of both demand

and surplus given they will face different prices p because customers are matched to different

producers. Moreover, notice that we allow for the elasticity of demand εd(p) to depend on

the price p to nest recent models of variable markups and incomplete cost pass-through.4

This allows to compare our mechanism to the existing literature.

Search and matching. Customers draw a random search cost ψ ∈ [ψ,∞), drawn ran-

domly each period from the same distribution G(ψ), where g(ψ) ≡ ∂G(ψ)/∂ψ; we restrict our

attention to density functions that are continuous in
(
ψ,∞

)
. In the remaining of the paper

we assume that ψ = 0. If the customer incurs in the utility cost ψ, she exits the customer

base of her current firm and is randomly matched to a new one, where the probability of

matching with a particular type of firm is proportional to its customer base size. Matching

occurs instantaneously and we allow customers to search at most once per period. Finally,

we assume no recall of previously visited firms.

Timing of events. A period starts with all customers distributed across firms; we let mj
t−1

denote the mass of customers matched with firm j at the beginning of period t. The timing

of events is the following: (i) productivity shocks zjt are realized and firm j posts price pjt

to all its customers, (ii) each customer draws her search cost ψit and observes {pjt , z
j
t ,m

j
t−1},

(iii) each customer decides between searching for a new firm -after incurring in search cost

ψit- and being assigned randomly within period t, or remaining matched to firm j -and not

incurring in cost ψit-, and (iv) customer surplus v(pjt) and profits π(pjt , z
j
t ) are realized. We

refer to (iii) as the extensive margin of demand, where each customer decides whether to

remain in the customer base of firm j or exit, while we refer to (iv) as the intensive margin

of demand.

2.1 The game between customers and firms

In this section we discuss the solution to the customers’ search and firms’ price-setting prob-

lems. Given the timing of the model, a firm and the customers matched to it play an

anonymous sequential game, where the firm plays first by posting a price and customers best

respond to it. We look for a Markov Perfect equilibrium where strategies are a function of the

current state. Because neither the firm nor its customers can commit to future actions, they

4See Atkeson and Burstein (2008), Melitz and Ottaviano (2008), and Berman et al. (2012) for a review.
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take as given the continuation value. This continuation value is encoded in the customer base

size m and productivity level z, where we omitted the time index t and identity index j to ease

on notation. Notice that there would time inconsistency if instead firms were setting a path

for prices. Let P̃(m, z) : [0,∞)× [z, z̄]→ [0,∞) be the pricing strategy of the firm mapping

m and z to the space of prices. Also, let χ̃(p, z,m, ψ) : [0,∞)×[z, z̄]×[0,∞)×[0,∞)→ {0, 1}
be the exit strategy of the customer mapping the price p, the productivity z, the customer

base m, as well as the search cost ψ to {0, 1}, where χ̃ = 1 denotes the case of exiting the

customer base of the firm.5

In our setup, as we will show later, the customer base enters multiplicatively the firm’s

problem, i.e. the value function of the firm is homogeneous in m. As a result, we will

construct an equilibrium where strategies do not depend on the customer base. Therefore,

P(z) : [z, z̄] → [0,∞) denotes the pricing strategy of the firm mapping z to the space of

prices. Also, χ(p, z, ψ) : [0,∞) × [z, z̄] × [0,∞) → {0, 1} denotes the exit strategy of the

customer mapping z, p and ψ to {0, 1}.

2.2 The problem of a customer

Consider a customer buying goods from a given firm j. Let V̄ (p, z) be the value function for

a customer who decided to stay and buy from firm j, paying a price p for each unit of the

good in the current period, and facing a pricing policy P(·) in future states. We have

V̄ (p, z) = v(p) + β

∫ z̄

z

[∫ ∞
0

max
{
V̄ (P(z′), z′), V̂ − ψ

}
g(ψ) dψ

]
µ(z′| z) dz′ , (1)

where V̂ is the outside option to the customer. Consider the search decision of a customer who

draws a search cost ψ. The exit strategy of the customer is χ(z, p, ψ) = 1 if V̄ (p, z) < V̂ −ψ,

and χ(z, p, ψ) = 0 otherwise. Because the value of exiting is decreasing in ψ and the value of

not exiting does not depend on ψ, the exit strategy takes the form of a trigger, ψ̄, such that

the customer exits if ψ < ψ̄. We next characterize the trigger policy.

Let P̄(z) denote the function that solves V̄ (P̄(z), z) = V̂ , so that no customer decides

to exit the customer base of firm j with productivity z if p ≤ P̄(z).6 Using equation (1) we

5As noted in Coles (2001), supporting this type of equilibria requires imposing assumptions on off-
equilibrium paths. To see this notice that in equilibrium firms are supposed to choose the same price
whenever the productivity is the same. However, because future prices are taken as given in the current
period, a firm has incentives to deviate from this price marginally and customers should not react by exiting
the customer base of the firm as this small price change only lasts for one period. To avoid this type of
behavior we assume that if customers observe a price which is not consistent with the equilibrium price they
exist the customer base of the firm.

6The existence of P̄(z) is a direct implication of V̄ (p, z) being strictly decreasing in p. Because v(p) is
strictly decreasing in p, a direct application of the Contraction Mapping Theorem implies that V̄ (p, z) is a
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get that P̄(z) solves

v
(
P̄(z)

)
= V̂ − β

∫ z̄

z

[∫ ∞
0

max
{
V̄ (P(z′), z′), V̂ − ψ

}
g(ψ) dψ

]
µ(z′| z) dz′ . (2)

Notice that the variable P̄(z) ranks the different firms according to the continuation value

for the customer: when comparing two firms selling the good at the same current price p,

the customer prefers the firm characterized by higher P̄(z). Likewise, notice that P̄(z) is the

highest price the firm can charge so that no customer searches for anew firm.

Next we define the threshold for the search cost ψ below which customers decide to exit

the customer base of a given firm. Let ψ̄(p, z) denote the threshold rule such that a customer

decides to exit if ψ ≤ ψ̄(p, z), so that we have

ψ̄(p, z) =

{
0 if p ≤ P̄(z) ,

v(P̄(z))− v(p) otherwise ,
(3)

and therefore the exit strategy is

χ(p, z, ψ) =

{
1 if ψ ≤ ψ̄(p, z) ,

0 otherwise .

The next lemma characterizes the threshold rule ψ̄(p, z).

Lemma 1 For all p > P̄(z), the threshold rule ψ̄(p, z) is strictly increasing in p. Moreover,

(i) if P̄(z) = P̄ then ψ̄(p, z) = ψ̄(p), (ii) if P̄(z) is increasing in z then ψ̄(p, z) is increasing

in z.

The proof of Lemma 1 follows from v(p) being strictly decreasing in p. The first part of

the Lemma shows that the probability that a customer exits the customer base of a firm

increases with its price p. Moreover, it implies that, when comparing two firms charging the

same price p in the current period, a customer is more likely to exit the customer base of the

firm with lower value of P̄(z).

2.3 The problem of the firm

In Section 2.2 we concluded that a customer exits the customer base of the firm she currently

patronizes when, for a given price p, her search cost ψ is low enough; we described this

optimal behavior by the threshold function ψ̄(p, z). In this section we use that customers

follow this policy to derive the optimal price set by firms.

strictly decreasing in p. The fact that no customer decides to exit if p ≤ P̄(z) follows immediately.
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The customer base of a firm; m. Recall that mt−1 denotes the mass of customers at the

beginning of a period currently buying from firm j. Also, let δ denote the arrival rate of new

customers. The evolution of the customer base is

mt = mt−1

[
1 + δ −G

(
ψ̄(p, z)

)]
≡ mt−1 ∆(p, z) , (4)

where z = zjt and p = pjt . The term mt−1δ accounts for the inflow of new customers, while the

term mt−1

(
1−G

(
ψ̄(p, z)

))
accounts for the mass of customers that decided to stay with the

firm. In the end, ∆(p, z) measures the customer base growth of the firm. The linearity of the

production function, coupled with the arrival rate of new customers being proportional to the

customer base size of the firm, implies Gibrat’s Law. That is, firm’s growth is independent

of its size (Luttmer (2010)).

Let

εm(p, z) ≡ − p

∆(p, z)

∂∆(p, z)

∂p
= −v′(p)p G′(ψ̄(p, z))

1−G(ψ̄(p, z)) + δ
≥ 0 , (5)

denote the elasticity of the growth rate of the customer base to price, where the last equality

follows from equation (3) and the definition of ∆(p, z). We refer to this object as the extensive

margin demand elasticity as it governs the amount of customers within the firm’s customer

base. Likewise, we refer to εd(p) as the intensive margin demand elasticity as it controls the

expenditure of those customers that decided to stay. Notice that aggregate quantity sold by

firm j is qt(p, z) ≡ mt−1 ∆(p, z) d(p) so that overall demand elasticity is

εq(p, z) = εd(p) + εm(p, z) .

Profits. Recall that π(p, z) denotes nominal period profits per customer of a firm charging

price p, with productivity z,

π(p, z) = d(p)
(
p− w

z

)
, (6)

from where it is immediate to see that π(p, z) is strictly increasing and strictly concave in

z. Given the assumptions we made regarding the demand function d(p), the profit function

is continuously differentiable in p. We also made assumptions regarding the single-peakness

of the profit function. With this in mind, let P̂(z) denote the price that maximizes static

profits for a firm with current productivity z, i.e., ∂π(P̂(z), z)/∂p = 0. We have that

P̂(z) =
εd(p)

εd(p)− 1

w

z
. (7)
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In Appendix A.1 we show that the existence of a unique maximizer P̂(z) follows when the

utility function of customers is CRRA with CES demand across a large set of varieties.

The value function of a firm. Let F̃ (zt,m
j
t−1) be the value function for a firm with current

productivity zt and customer base mj
t−1, so that F̃ (zt,m

j
t−1) solves

F̃ (zt,m
j
t−1) = max

p
mj
t π(p, zt) + β

∫ z̄

z

F̃ (zt+1,m
j
t) µ(zt+1| zt)dzt+1 ,

An application of the Contraction Mapping Theorem implies that the value function for a

firm is homogeneous of degree one in m, i.e., F̃ (z,m) = m F̃ (z, 1) ≡ m F (z), where F (z)

solves

F (z) = max
p

∆(p, z)

(
π(p, z) + β

∫ z̄

z

F (z′)µ(z′| z)dz′

)
, (8)

where the profit per customer function π(p, z) satisfies equation (6) and we used equation (4).

Also, to ease on notation, we let z = zt and z′ = zt+1. Notice that, because the size of

customer base does not appear in the problem presented in equation (8), two firms with

different customer base size face the same problem and therefore charge the same price; this

happens because firms care about the growth rate of the customer base, not about its size.

Two important issues arise from inspection of the firm’s problem presented in equation (8).

The first one is that the effective discount rate, ∆(p, z)β, is such that the operator for F̂ (z) is

not necessarily a contraction; this happens because, for some z, the effective discount rate can

be above one. To address this we make sure that the discount factor is low enough such that

the effective discount rate is always below one; this restriction guarantees that the problem is a

contraction. The second issue is that the problem of the firm is not necessarily continuously

differentiable nor globally concave in p. This implies that the first order condition is not

sufficient for the optimal price schedule; this stems from ψ̄(p, z), and its effect on the effective

discount rate and period payoff.

Let Π(p, z) ≡ π(p, z) + β
∫ z̄
z
F (z′)µ(z′| z)dz′ denote the value of a customer for the firm.

It is composed of two terms. The first term, π(p, z) accounts for the profits the customer

brings to the firm in the current period. The second term, β
∫ z̄
z
F (z′)µ(z′| z)dz′, accounts for

the value that the customer brings to the firm in the future. Rewriting equation (8) we get

that

F (z) = max
p

∆(p, z) Π(p, z) ,

which shows that the firm’s optimal price trades-off size of the customer base ∆(p, z), which

is decreasing in p, with the value per customer Π(p, z), which attains its maximum at P̂(z).

Moreover, ∆(p, z) is regulated by the extensive margin demand elasticity εm(p, z) while
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Π(p, z) is regulated by the intensive margin demand elasticity εd(p).

The next proposition characterizes the solution to the firm’s maximization problem, and

discusses cases in which the first order condition applies.

Proposition 1 Let P(z) denote the set of prices maximizing the value of a firm with current

productivity z and let P̃(z) denote the set of prices solving the following expression,

∂π(p, z)

∂p
∆(p, z) = −∂∆(p, z)

∂p
Π(p, z) . (9)

Then P(z) = P̃(z) = {P̂(z)} if and only if P̂(z) ≤ P̄(z). If, instead, P̂(z) > P̄(z), then

P(z) = P̃(z) ⊂ [P̄(z), P̂(z)). Moreover, if ∂∆(p, z)/∂p is continuous and P̄(z) < P̂(z), then

P(z) = P̃(z) and P̃(z) ⊂ (P̄(z), P̂(z)).

A proof of the proposition can be found in Appendix A.2. The next lemma gives condi-

tions under which the first order condition in equation (9) is necessary and sufficient for an

optimum.

Lemma 2 If g(ψ) = 0, ∆(p, z) is continuously differentiable and the first order condition in

equation (9) is necessary for an optimum. If furthermore, the hazard rate of ψ is increasing,

there exists a value δ̄ > 0 such that if δ < δ̄, then εm(p, z) is increasing in p, and P̃(z) is a

singleton.

See Appendix A.3 for a proof. From now on we consider the case where the assumptions

of Lemma 2 are satisfied. Notice that productivity z has two distinct effects on prices in

our model. An important result of Proposition 1 is that the optimal price of a firm is never

above the price that maximizes per-customer static profits, P̂(z). First, productivity has

the standard direct effect on prices: higher productivity induces lower prices as the marginal

benefit on per-customer profits of a price increase is decreasing in both p and z. Second,

productivity has also an indirect effect on prices through P̄(z): in equilibrium P̄(z) depends

on current productivity of a given firm, as it determines the probability distribution of future

prices in that firm. Thus productivity in our model affect both costs and demand structure

of a firm. As a result, if P̄(z) increases with productivity z, then P(z) is not necessarily a

monotonic function of current productivity level as more productive firms might face a less

elastic demand function than less productive firms. By this argument, everything else being

equal, more productive firms would like to charge a higher price. Thus, depending on which

effects prevails, the optimal pricing policy might not be monotonic in productivity. This is

possible in those cases where customers value more firms with higher productivity, i.e. P̄(z)

10



increasing in z, and the sensitivity in the growth in the customer base to prices decreases

fast when P̄(z) increases.

The optimal price P(z) solves equation (9). Using the demand elasticities definitions we

can rewrite this expression as,

p

w/z
=

εd(p) + απ(p, z)εm(p, z)

εd(p)− 1 + απ(p, z)εm(p, z)
, (10)

where απ(p, z) ≡ Π(p, z)/π(p, z) ∈ (1,∞). The equation shows that the optimal markup,

p/(w/z), is affected by (i) the intensive margin demand elasticity εd(p), and (ii) the extensive

margin elasticity εm(p, z) weighted by the relative importance of the value of retaining the

marginal customer with respect to her static value, απ(p, z). As a result, this expression

shows that the optimal price trades-off short term profits vs. long term value accrued from

the marginal customer. The next proposition presents a set of comparative statics.

Proposition 2 The optimal price of a firm is (i) decreasing in the intensive margin elasticity

εd(p), (ii) decreasing in the extensive margin elasticity εm(p, z), (iii) decreasing in απ(p, z),

and (iv) p = εd(p)
εd(p)−1

w
z

= P̂(z) if and only if εm(p, z) = 0 and p < εd(p)
εd(p)−1

w
z

= P̂(z) if

εm(p, z) > 0. Finally, (v) for a given total demand elasticity εq(p, z) ≡ εm(p, z) + εd(p), the

higher εm(p, z) the lower the optimal price.

The proof of the proposition is straightforward and therefore omitted. Part (i) and (ii)

of the proposition simply states that the higher either the intensive or extensive margin

elasticities, the lower the price charged by a firm. Part (iii) of the proposition states that the

optimal price decreases with the relative importance of the long term value of a customer

relative to the short term value, which is mostly governed by the discount factor β. Part

(iv) states that, when customer base concerns are not binding, the optimal price depends

only on the intra-temporal elasticity of demand and the markup coincides with that one

chosen by a monopolist facing elasticity εd(p). When customer base concerns are present,

i.e., when εm(p, z) > 0, the optimal markup is below that one following from static profit

maximization; this happens because firms value retaining customers, and customers are hard

to retain. Part (v) of the proposition states that the larger the extensive margin elasticity

share of the aggregate demand elasticity, the lower the optimal price.

An immediate result is that if a firm with productivity z choosing the price that maximizes

static profits P̂(z) faces no customer base concerns, then the optimal price for this firm is

P̂(z).

As discussed, the extensive demand margin elasticity εm(p, z) plays a crucial role in the

optimal price determination. Therefore, understanding what shapes up this object is useful.
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We already established that εm(p, z) ≥ 0, and discussed conditions under which εm(p, z) is

increasing in p. The next lemma discusses conditions under which εm(p, z) is increasing in z.

Lemma 3 If the assumptions of Lemma 2 are satisfied, and ∂ψ̄(p, z)/∂z ≤ 0, then εm(p, z)

is decreasing in z.

The proof of the lemma is straightforward and therefore omitted. The lemma states

that if the threshold rule ψ̄(p, z) decreases with z, then the extensive margin elasticity is

decreasing in the productivity level z. Notice that ψ̄(p, z) decreases with z when customers

expect firms with higher productivity today to charge lower prices in the future and, as a

result, under this assumption the extensive margin elasticity falls as productivity increases.

An example is when optimal prices are monotonic in productivity, and productivity has some

persistence. Finally, notice that both derivatives of εm(p, z) with respect to p and z crucially

depend on the hazard rate of ψ being increasing. This assumption implies that, in relative

terms, the density of customers exiting to the fraction remaining in the customer base of the

firm increases with ψ̄.

2.4 Equilibrium

In this section we define a stationary equilibrium and we discuss some of its general properties.

Let P∗(z) ⊆ P(z) denote the candidate equilibrium price at productivity level z. Let M(z)

measure the amount of customers currently buying good 1 from firms with productivity z.

The endogenous inflow of customers per period δ is such that the measure M(z) is stationary

and satisfies the following equations:

M(z′) =

∫ z̄

z

M(z) ∆(P∗(z), z) µ(z′|z) dz , (11)

Γ =

∫ z̄

z

M(z) dz . (12)

Definition 1 A stationary equilibrium is (i) a pricing policy P∗(z) , (ii) an invariant distri-

bution M(z) and arrival rate δ, (iv) a function for the threshold rule ψ̄(·, ·), (v) the customer

outside option satisfying V̂ =
∫ z̄
z
V̄ (P∗(z), z) µ(z) dz , customers search optimally (equa-

tion (3))), firm’s optimal pricing solves equation (8), and dynamics of customer base satisfy

equations (11).

We now start discussing equilibrium characterization, which we will do in more detail

in Section 2.5. To this end, let Z1 denote the set of productivity levels at which the firm’s
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optimal price maximizes static profits and let Z2 denote the set of productivity levels at

which the firm’s optimal price is below the price that maximizes static profits. That is,

Z1 = {z such that P∗(z) = P̂(z)} and Z2 = {z such that P∗(z) < P̂(z)}.

Proposition 3 In equilibrium we have (i) P∗(z) ≤ P̂(z) for all z, and (ii) Z1 6= ∅ and

Z2 6= ∅. Then, for any two productivity levels {z, y}, z ∈ Z1 and y ∈ Z2, we have that

∆(P∗(z), z) = 1 + δ > ∆(P∗(y), y) > δ, and for some y, ∆(P∗(y), y) < 1.

A proof of the proposition can be found in Appendix A.4. Part (i) of the proposition

states that no firm prices above the price that maximizes static profits; this is an immediate

implication of Proposition 1. Part (ii) of the proposition shows that there is a set of pro-

ductivity levels where the optimal price maximizes static profits; this happens because for

productivity levels lying in the set Z, customer retention concerns are not present and as a

result P∗(z) = P̂(z) < P̄(z). It also shows that there is a set of productivity levels where the

optimal price is strictly below the price that maximizes static profits. The latter follows from

the assumption that ψ = 0, so that price dispersion necessarily implies that some customers

will exit the customer base of firms with highest prices. As a result, relative to the standard

model of price setting under monopolistic competition where the optimal price is P̂(z), the

presence of customer retention concerns generate lower average prices and markups.

Proposition 4 If the assumptions of Lemma 2 are satisfied, an equilibrium exists.

A proof of the proposition can be found in Appendix A.5. The assumptions of Lemma 2

ensures that the firm’s maximization problem has a unique solution, and that the optimal

price is a continuous function of productivity. The proof follows by applying Brouwer fixed

point theorem.

In the next two Remarks we characterize two useful limiting cases. In the first Remark

we analyze the equilibrium where customer base concerns are no present, which happens

when ψ →∞. Because of no customer base concerns, the model in this case reduces to the

standard price setting problem under monopolistic competition. In the second Remark we

discuss the equilibrium where there is no productivity dispersion.

Remark 1 Suppose that the search cost is divergent, i.e. ψ →∞. Then, in equilibrium: (i)

the optimal price maximizes static profits, P∗(z) = P̂(z) for all z, and (ii) customers do not

find it optimal to exit the customer base of their current firm.

The proof of the Remark follows immediately since, because the search cost diverges, firms

do not face customer retention concerns and therefore find it optimal to charge the price that

maximizes static profits. Formally, when ψ →∞, we have that P̄(z)→∞. It is immediate

that P̂(z) ≤ P̄(z) so that P∗(z) = P̂(z).
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Remark 2 Let z = z̄ = z0, and µ(z0) = 1. Then, P∗(z) = P̄(z) = P̂(z). As a result,

∆ (P∗(z̄), z) = 1 so that firms enjoy a constant customer base. Moreover, if G(0) = 1, the

equilibrium price is P∗(z̄) ∈
[
W/z̄, P̂(z̄)

]
.

A proof of the Remark can be found in Appendix A.6. The Remark shows how our model

relates to Diamond (1971). It shows that when firms are homogeneous in their productivity

level they all charge the price that maximizes static profits. Moreover, because every firm

charges the same price, customers have no incentives to search so that the customer base is

constant.

The next proposition discusses the equilibrium properties when optimal prices are mono-

tonic in productivity.

Proposition 5 If P∗(z) decreases monotonically with z the equilibrium is such that P∗(z) =

P̂(z) for all z ≥ ẑ, and P∗(z) < P̂(z) for all z < ẑ, where ẑ ∈ (z, z̄) is unique.

A proof can be found in Appendix A.7. A special case where the assumptions of the Propo-

sition are satisfied is when productivity shocks are i.id..

In the next section we provide examples where the assumptions of Proposition 4 are

satisfied, and explore the implications of our mechanism for markups.

2.5 Equilibrium prices when productivity follows a simple process

In this section we explore some properties of the model using a simple productivity process.

The process we consider is the following

z′ =

{
z with probability ρ

ε with probability 1− ρ
(13)

where ε is a random draw from µ(ε). This process encompasses the case of i.id. produc-

tivity shocks, when ρ = 0, and entails some persistence when ρ > 0. The next proposition

characterizes the properties of optimal prices under equation (13).

Proposition 6 Let z follow the process given by equation (13), then the equilibrium prices

are such that: (i) P∗(z) decreases monotonically with productivity z; (ii) P∗(z) = P̂(z) for

all z ≥ ẑ, and P∗(z) < P̂(z) for all z < ẑ; (iii) markups, i.e. P∗(z)/(w/z), increase with z.

Point (i) stems from the “promised” continuation value to customers being necessarily

non-decreasing in the current productivity z, given the process for z. Point (ii) follows by
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applying Proposition 4. Point (iii) follows because monotonicity of equilibrium prices guaran-

tees that εm(P∗(z), z) and εd(P∗(z)) decrease with z, and the process in equation (13) makes

απ(P∗(z), z) inversely proportional to equilibrium profits π(P∗(z), z), and thus decreasing

with z. Then by using equation (10) (iii) follows. For a detailed proof see Appendix A.8.

Finally, it is interesting to study the role of ρ for optimal markups. When productivity

shocks are i.i.d. εm(p, z) does not depend on z directly but only through the contemporaneous

price p. The direct effect of z on εm(p, z) amplifies the impact of variation in productivity

onto variation in equilibrium markups. The larger the persistence ρ, the more important this

channel.

3 Empirical evidence

We complement the theoretical analysis with an empirical investigation that relies on cashier

register data from a large US supermarket chain on grocery purchases of households holding

the chain loyalty card. The empirical analysis has two purposes: in this section we exploit

the data to document that, as the model would predict, fluctuations in the price of the good

sold by a firm influence a customer decision to remain in its customer base. Next, we will

use the data to estimate the model and quantify the importance of customer base concerns

in shaping firm price setting.

3.1 Data and variable construction

For every trip made at the supermarket chain by a panel of households between June 2004

and June 2006, we have information on date of the trip, store visited and list of goods

(identified by their Universal Product Code, UPC) purchased, as well as quantity and price

paid. The data are ideal to study customer base dynamics since they loyalty card allows to

track precisely when a particular household is shopping at the supermarket chain. Moreover,

the fact that all the households in our sample own a loyalty card of the chain implies that

they can be thought of as regular customers. This makes it more plausible that they would

face some cost of switching to a different retailer even in a setting, like the supermarket

industry, where there are no formal contracts binding the customer-retailer relationship.

The micro data on household purchases are complemented by data on store sales for

the two years in the sample. We use information on weekly revenues and quantities sold

for a sample of stores representative of the different prices areas to compute prices for each

UPC in the sample. The construction of the price variable is therefore analogous to that

in Eichenbaum et al. (2011) and is subject to the same caveats. The price variable varies
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weekly matching the timing of price adjustment for the retailer. For the analysis we retain

only UPC’s for which we have complete time series of prices for the 104 weeks in the sample

span.

For the purpose of our exercises we have to construct two key variables: (i) an indicator

signaling when the household is leaving the chain’s customer base (i.e. the household stops

shopping at the chain), and (ii) the price of the household basket. Here we briefly describe

the procedure followed to obtain them, further details are included in Appendix B.

We consider every customer shopping at the retailer in a given week as belonging to

the chain’s customer base in that week. When a particular household has not shopped at

the chain for eight or more consecutive weeks, we deduce that she has left the customer

base. The 8-weeks window is a conservative choice. Every household in the data holds a

loyalty card which suggests that they are not casual shoppers at the chain. We made sure of

that by selecting only households shopping there at least 48 times over the two years in the

sample. Regular customers are unlikely to experience that long of a spell without shopping

for reasons other than having switched to another chain (e.g. consuming their inventory).

Indeed, customers in our sample make an average of 157 shopping trips at the chain over the

two years; if those trips were uniformly distributed that would imply visiting a store of the

chain six times per month. The average number of days elapsed between consecutive trips

is close to four and the 99th percentile is 24 days, roughly half the length of the absence we

require before inferring that a household is buying its grocery at a competing chain.

We construct the price of the basket of grocery goods usually purchased by the households

in a fashion similar to Dubois and Jodar Rosell (2010). We identify the goods belonging to

a household’s basket using scanner data on items the household purchased over the two

years in the sample. The price of its basket in a particular week is then the average of the

weekly prices of the goods included in the basket, weighted by their expenditure share in

the household budget. Since households differ in their choice of grocery products and in the

weight such goods have in their budget, the price of the basket is household specific.

3.2 Price and customer base dynamics

We estimate a linear probability model where the dependent variable is an indicator for

whether the household has left the customer base of the retail chain in a particular week.

Our regressor of interest is the logarithm of the price of the basket of grocery goods usually

purchased by the households (p).

In Table 1, we report results of regressions of the following form,

Exitit = b0 + b1pit +X ′ib2 + εit (14)
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In the regression we include year-week fixed effects to account for time-varying drivers of

the decision of exiting the customer base common across households and control for observable

characteristics through inclusion of household’s demographics matched from Census 2000.

Finally, we include as regressors the logarithm of the price of the basket in the first week in

the sample and the standard deviation of price changes for each household over the sample

period. These are meant to control for differences in the composition of the basket across

shoppers. For example, some customers may purchase product categories more prone to

promotions than others and experience more intense price fluctuations as a result.

The regressions aim at testing the existence of a correlation between the decision of exiting

the customer base of the chain and the price of the basket at the chain, relative to what that

price would be at the competition. However, since we are using price data from a single chain,

we cannot exclude that some of the variation in pit comes from aggregate cost shocks affecting

all the retailers (e.g. a spike in the price of aluminium that makes soda cans more expensive

for every retailer). Aggregate cost shocks do not change the relative price and, therefore,

should not trigger exit from the customer base. Failing to remove aggregate shocks should

not affect the sign of the correlation but add noise to it, biasing against finding a significant

result. Moreover retailer specific shocks (i.e. a shift in the cost of all the goods sold by the

chain providing the data), despite being a valid source of identification, do not contribute

to it in our setting. In fact, since we only use data from one chain, their effect is absorbed

by the time dummies. The correlation of interest is then identified by good-retailer specific

shocks as those triggered, for example, by the expiration of a contract between the chain and

a manufacturer. The availability of data from several stores helps this identification strategy

by introducing variation in the cost of supplying the store due to logistics (e.g. distance from

the warehouse) which will hit differently goods with different intensity in delivery cost (e.g.

refrigerated vs. non refrigerated goods).

Unlike in standard demand analysis we are not modeling the household’s choice of the

retailer where to shop but rather the decision of whether to leave a given retailer or to stick

with it. Endogeneity driven by unobserved store characteristics correlated with both price

and the propensity to leave is not an issue in this context. Price could still be endogenous

if: i) the retailer knows about household idiosyncratic shocks -unobservable to us- that affect

the decision of changing retailer; ii) the retailer can use this knowledge to adjust accordingly

the price faced by the household. Whereas it is conceivable that the supermarket observes

variables predicting the exit from the customer base of groups of households, it is unlikely

that it can react with targeted prices. In fact the basket of different households will at least

partially overlap making it impossible to fine tune the basket price faced by some households

without affecting the price of others.
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A final important difference with standard demand equation is in the interpretation of

the price coefficient. According to our model, the price plays a dual role: it represents the

cost of purchasing the basket at the retailer today but, as stressed by its dependence on

productivity. It also signals the convenience of purchasing from the retailer in the future.

Therefore, the coefficient cannot be used to predict the customer reaction to a random,

unrelated to productivity shocks, change in prices. Furthermore, the decision to exit the

customer base is also influenced by the productivity level z, which is customer-time specific.

Because we do not include a measure of productivity in the specification, the price coefficient

should be regarded as averages across productivity levels, which follows from a stationary

interpretation of the regression.

Table 1: Effect of price on the probability of exiting the customer base

Exiting: Missing at least 8 consecutive weeks
(1) (2) (3)

log(Pi) 0.012* 0.014* 0.013*
(0.007) (0.007) (0.007)

Num. competitors -0.000
(0.001)

Walmart entry 0.041
(0.044)

Observations 77,815 71,049 66,182

Notes: An observation is a household-week pair. The sample only includes households who prominently shop at stores for

which we have complete price data for all the UPCs they purchase. We trim from the sample the top and bottom 1 % in the

distribution of the number of trips over the two years. Demographic controls rely on a subsample of households for which

information on the block-group of residence was provided and include as regressors ethnicity, family status, age, income,

education, and time spent commuting (all matched from Census 2000) as well as distance from the closest outlet of the

supermarket chain and distance from the closest competing supermarket (provided by the retailer). The logarithm of the price

of the household basket in the first week in the sample and the standard deviation of changes in the log-price of the household

basket over the sample period are included as a controls in all specifications. Week-year fixed effects are also always included.

Standard errors are in parenthesis. ***: Significant at 1% **: Significant at 5% *: Significant at 10%.

Column (1) of Table 1 documents that a 1% increase in the growth rate of individual

specific weekly prices is associated with 0.012 percentage points increase in the probability

that the household leaves the chain to patronize a rival grocer. In the analysis we have so far

abstracted from the behavior of the competitors of the chain. In part this is justified by the

fact that in the theoretical framework we introduce in section Section 2 we assume that search

is indirect. Therefore, pricing and promotion policies of competitors should not affect the
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customer’s decision of leaving the chain. Indeed, under the lens of the model only price shocks

idiosyncratic to the chain should affect the decision of leaving implying that aggregate shock

can only bias us against finding a significant price effect. Furthermore, in order to believe that

this omission is driving our result we should assume that the retailer systematically raises its

prices when competition increases rather than lowering them. Nevertheless, we address the

issue of competition in the last two columns of Table 1. The specification in column 2 includes

the number of competing supermarket stores, calculated using information from Reference

US, in the zipcode of residence of a household. In column 3 we use data from Holmes (2011)

to construct a dummy signaling the opening of a Walmart super-center in the zip-code of

the store where the customer is shopping. In both cases the main result does not change.

We also assess whether our finding is robust to defining exit from the customer base in a

more restrictive fashion, only considering spells of eight or more consecutive weeks without

shopping at the chain. This alternative definition reduces the number of exits observed and

leads to a lower but still significant effect of prices on the decision to change supplier.

4 Calibration

In this section we discuss how we parameterize the model. Some parameters of the model

we borrow them directly from external sources, while we estimate other by a method of

moments.

We first choose preferences that microfound the demand and surplus functions, d(p) and

v(p). Let customers derive utility from a composite of two goods, d and n. We label the

composite good by c, where c =
(
ω d

θ−1
θ + (1− ω) n

θ−1
θ

) θ
θ−1

, θ > 1. We let the utility

function of customers being u(c) = c1−γ/(1− γ). We interpret good d as the good produced

by the firms described above while good n is produced by a competitive representative firm

with linear production and unitary labor productivity. We let n act as a numeraire. The

budget constraint of a customer is pd+n = I. Details on the derivation of d(p) and v(p) can

be found in Appendix A.1.

Income comes from labor proceeds and profits. Profits are divided equally across the

different customers, and we assume that each customer supplies an equal amount of hours `.

We determine ` in Appendix A.9 by solving the maximization problem of customers facing

disutility from working. Given perfect competition in the production of good n, and given

the linear production technology, the equilibrium wage, w, has to equal marginal product of

labor in such sector, and thus w = 1.

Imputed parameters. We set the time period to be one month and we set the discount

rate to be β = 0.997 (i.e. an yearly interest rate of 4%). We set the relative risk aversion
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parameter to γ = 2 which is a standard value. We set ω = 0.5 so that goods d and n have

the same weight in preferences.7

As it is well known prices do not adjust every period. To address this fact we use the

process presented in equation (13), with ε ∼ N(0, σ). This process is mean reverting, where

1 − ρ is the probability of mean reversion. Given that in our model the equilibrium price

depends solely on the productivity z, the probability that a firm changes her price is also

1 − ρ. Goldberg and Hellerstein (2009) provides, for the PPI (i.e. Producer Price Index) a

measure of the average monthly frequency of price changes (0.32). Interpreting these prices

as the cost of production for consumption goods allows us to calibrate the parameter ρ,

obtaining ρ = 0.68.

Parameters requiring calibration. We assume that the search cost is drawn from a Gamma

distribution with shape parameter ζ, and scale parameter λ. We have to obtain estimates

for these two parameters, as well as for the parameter governing the elasticity of substitution

across different types of goods, θ, and the volatility of innovations in productivity, σ.

To identify the parameters of the search cost distribution we exploit the estimates of

the relationship between price and probability of exiting the customer base discussed in

Section 3. The marginal effect of price on exit probability (the parameter b1 in equation (14))

is informative about the level of the search costs and thus we use it to identify the scale

parameter λ. The shape parameter ζ is proportional to the coefficient of variation of the

search cost distribution. In the model, higher dispersion of search costs implies higher cross-

firms variation in the extensive margin elasticity. In the data, we measure this variation by

fitting a spline to equation (14), allowing the price marginal effect on the probability of exit

to vary for different terciles of price levels. Then ζ is identified by matching the difference

between the average marginal effect between the top and the bottom terciles measured in

the data and in the model.

We select volatility of innovations in productivity, σ, so that the implied price dispersion

in the model matches that reported by Kaplan and Menzio (2013) for bundles of homogeneous

packaged goods. Finally, we choose the parameter θ so that the average intensive margin

elasticity is 5, a value in the range of those used in the macro literature.8

We define Ω ≡ [ζ λ θ σ]′ as the vector of parameters to be estimated, and denote by v(Ω)

the vector of the theoretical moments evaluated at Ω, and by vd their empirical counterparts.

We search for Ω that minimizes the quadratic form (vd− v(Ω))′ (vd− v(Ω)). Table 2 reports

the results.

7In the economic application that we will perform in the next section, we will interpret the numeraire
good n as a non-tradable, so that ω = 0.5 will roughly correspond to an average share of non-tradables in
the consumption basket of 50%.

8See Nakamura and Steinsson (2010) for a discussion.

20



Table 2: Parameter estimates

Value Target

Volatility of productivity innovations, σ 0.195 Price dispersion: 8%

Elasticity of substitution, θ 6.72 Avg. intensive margin elasticity: 5

Distribution of cost, g(ψ) ∼ Gamma(ζ, λ)

Shape parameter, ζ 4 Inter-tercile difference in marginal effect: 1.8%

Scale parameter, λ 0.55 Average marginal effect: 1.4%

5 Markup: quantification and cyclicality

A large literature has investigated theoretically and empirically the business cycle properties

of markups.9 Studying the impact of customer markets for firms’ price setting strategy has

long been suggested as a potential explanation of markup movements (e.g. Phelps and Winter

(1970), Blanchard (2009)). In this section we study the predictions of our model of customer

markets for equilibrium markups.

We are well positioned to assess the cyclicality of markups in customer markets models

for two reasons. First, we solve for equilibrium markups in a model where the dynamics

of customers is endogenously determined by customers’ search decision, microfounding the

setups of Phelps and Winter (1970) and Rotemberg and Woodford (1991, 1999). Second,

as discussed in Section 4, we exploit micro data that allow to discipline our exercise and to

quantify the impact of customer retention concerns on markups dynamics.

As a benchmark, we compare the estimates of our model with customer retentions con-

cerns (henceforth, “Baseline economy”) to the estimates obtained from a model where we

shut down the customer retention incentive. We do so by letting search costs diverge to in-

finity (i.e., λ→∞) so that customers would never want to search for a new firm. We choose

θ so that the resulting average elasticity of total demand (i.e.,
∫ z̄
z
εq(P∗(z), z)µ(z)dz) is the

same as in our Baseline economy. Since this alternative model is analogous to the standard

CES preferences widely used in the macro literature, we will refer to it as “CES economy”.

The remaining of the section is organized as follows. We first study the stationary distri-

bution of markups in our economy, and explore how equilibrium markups vary in response

to idiosyncratic shocks to cost. We later introduce aggregate shocks in the model, and study

9See Nekarda and Ramey (2013) and Hall (2012) for a review of the empirical evidence and Blanchard
(2009) for a review of theoretical contributions.
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the response of markups to aggregate productivity and demand shocks.

5.1 Equilibrium markup dynamics to idiosyncratic cost variation

In this section we describe the distribution of equilibrium markups with respect to the id-

iosyncratic productivity shocks of our model, and study their cyclical properties.

Figure 1: Equilibirum Markups
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Note: The blue solid line plots the optimal equilibrium markups in the model at our baseline parameters.
The red dashed line plots the pass-through in the CES economy with λ→∞.

The left panel of Figure 1 compares the equilibrium markups in the Baseline and in the

CES economy. Our theoretical results identify two sets of firms: “low cost” firms that do

not face customer retention concerns and “high cost” firms for which the threat of losing

customers is significant. In our estimates the threshold for production cost above which

firms do face customer base concerns roughly coincides with the average production cost.

Two main features emerge. First, for given production cost, “low cost” firms charge

the same markup in the Baseline and in the CES economy, while “high cost” firms choose

strictly lower markup in the Baseline economy. This follows from the customer retention

margin binding for “high cost” firms in the Baseline economy, incentivazing them to charge

lower markups. The right panel of Figure 1 documents the implications for the distribution of

markups. The distribution of markups in our model displays substantial negative skewness,

with 11% of firms charging a negative markup. The average markup in the Baseline economy

is 17%, lower than the average markup predicted by the CES economy (i.e. 25%). Finally,
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the behaviour of “high cost” firms increases the dispersion in markups from 6% in the CES

economy to 14% in the Baseline economy.

Second, the optimal markup is strictly decreasing in production cost in both economies

but, for “high cost” firms, it decreases faster in the Baseline economy than in the CES

economy. There is, in fact, a common feature to both models that gives rise to a negative

comovement between markups and production cost. This depends on the intensive elasticity

of demand, εd(p), being increasing in p.10 Given that equilibrium prices are monotonically

increasing in production cost, it follows that firms with higher production cost face higher

elasticity of demand, so that optimal markups are decreasing in production cost.

However, there is an additional reason why markups decrease with production cost in the

Baseline economy. The incentives to increase prices following an increase in production cost

are lower because doing so implies persistent losses in customers and, therefore, in demand.

Moreover, a persistent increase in firm specific cost of production is associated to higher

expected future prices, and thus a worsened ability to retain customers. As a result, the

average elasticity of markups to idiosyncratic productivity shocks is 69% in the Baseline

model, against 28% in the CES economy.

Given that firms’ idiosyncratic productivity and output comove in equilibrium, the pro-

cyclicality of markups is magnified by customer retention concerns: a 1% increase in output

is associated, on average, to a 0.5% increase in markup in the Baseline model, whereas the

increase is only 0.09% in the CES economy. The pro-cyclicality of markups with respect

to idiosyncratic productivity variation is consistent with recent empirical evidence from the

industrial organization literature (Petrin and Warzynski (2012)).

5.2 Markup dynamics to aggregate shocks

So far we have focused on the cyclical properties of markups with respect to idiosyncratic

variation in production costs. In this section we investigate the business cycle properties

of markups in our model with customer retention concerns. There is no consensus in the

literature on the business cycle properties of markups. Using direct estimates of marginal

cost, Bils (1987) finds that markups are countercyclical, whereas Nekarda and Ramey (2013)

find a positive correlation between markups and output.11 In order to do so, we need to

10With CES preferences the demand of good i depends on the relative price pi/P . With a finite number of
goods in the basket of the consumer, an increase in pi, also increases the price of the basket, P , thus reducing
the overall increase in pi/P and effect on demand. The effect on P is larger, the higher the weight of good i
in the basket, that is the lower the price pi and the higher its demand. Therefore, the elasticity of demand
εd(p) increases in p.

11A different approach to recover marginal cost is followed by Bils et al. (2012) and Gopinath and Itskhoki
(2011).
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extend our model so that we can study the general equilibrium effects of aggregate shocks.

We proceed as follows. We augment our model with a representative household choosing

labor supply (as we did in in Section 4 to calibrate the income of consumers), and savings

so to determine the equilibrium interest rate. Firms are owned by the household, and use

the household discount factor to evaluate future payoffs. We also introduce government

spending as a fraction g of household’s total income, financed through lump-sum taxes on

the representative household. We assume for simplicity that government spending is of no

value to the consumers in the economy, and that the government faces a problem similar to

the one of the private sector in terms of shopping decisions.12 We assume that government

spending in steady state is zero and that there are no foreseen aggregate shocks, so that in

steady state the augmented model is equivalent to the model estimated in Section 4.13

We consider the following experiment. We start the economy in steady state at t = 0. A

one time unforeseen aggregate shock A0 hits the economy at t = 0 before economic agents

make their decisions. The shock dies out with an AR(1) process in logs, i.e. log(At) =

ρa log(At−1) for t > 0. After the realization, agents have perfect foresight of the aggregate

shock and its dynamics. We solve for the equilibrium dynamics of the distribution of markups

and output following the aggregate shock until the economy converges back to the initial

steady state. We separately study two types of aggregate shocks: an aggregate supply shock

shifting productivity z for all the firms in the economy by the same amount, and a demand

shock in the form of an increase in government spending g.

Figure 2 plots the impulse responses of average equilibrium markup (first row) and output

(second row) in response to a 5% increase in aggregate productivity (left panel), and an

increase in government spending (right panel) equivalent to 5% of steady state household’s

income. The shocks are persistent, and follow an AR(1) process with an autocorrelation

coefficient equal to ρa = 0.9. In particular, each panel reports, for each period t ≥ 0, the

cross-sectional average markup and cross-sectional average output expressed in log-deviation

from the steady state. We report predicted impulse responses both in our Baseline economy

and in the CES economy.

Markups are pro-cyclical in the Baseline economy, both in response to productivity and

government spending shocks, while they do not respond to the aggregate shocks in the

CES economy. This model-based prediction is consistent with recent empirical evidence

by Nekarda and Ramey (2013) who indeed show that markups and output positively comove

12The government is composed of a mass Γ of shoppers, with the same disposable income, i.e. g I, who
decide when to search for a new supplier of a good d subject to the same cost of the private sector, and
how much to spend on good d and good n. For the firms it makes no difference whether the customer is a
government or a private consumer.

13See Appendix A.10 for details.
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Figure 2: The response of average markups and output to aggregate shocks

Aggregate Productivity Shock Govt. Spending Shock

0 5 10 15 20 25
−0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

M
ar
ku

p
Im

pu
lse

R
es
po

ns
e,

in
%

Time

 

 

Baseline Economy
CES Economy

0 5 10 15 20 25
−0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

M
ar
ku

p
Im

pu
lse

R
es
po

ns
e,

in
%

Time

 

 

Baseline Economy
CES Economy

0 5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

3.5

O
ut
pu

t
Im

pu
lse

R
es
po

ns
e,

in
%

Time

 

 

Baseline Economy
CES Economy

0 5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

3.5

O
ut
pu

t
Im

pu
lse

R
es
po

ns
e,

in
%

Time

 

 

Baseline Economy
CES Economy

Note: The blue solid line plots the cross-firms average of equilibrium output of good d in log-deviations
from the steady state. The red dashed line plots the cross-firms average of equilibrium markup on good d
in log-deviations from the steady state.

in response to these types of shocks. Such result also validates Rotemberg and Woodford’s

(1991) conjectures about the pro-cyclicality of markups in customer markets models. As a

consequence of the different markup dynamics, the response of output to productivity and

government spending shocks are substantially dampened in the Baseline model relatively

to the CES economy: the cumulated output response to the productivity and government

spending shocks are, respectively, 28% and 31% smaller than the corresponding values in the

CES economy.14 The mechanism through which aggregate shocks affect markups is different

from the case of idiosyncratic shocks. Aggregate shocks do not affect the relative position

of firms in the productivity distribution, which is the main driver of firm responses to id-

iosyncratic shocks. However, firms still want to react to aggregate productivity and demand

14The cumulated output response is given by
∫∞
0
ŷtdt where ŷt is output at t in log-deviations from the

steady state.
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shocks because such shocks change the expected returns on customers. In fact, a mean-

reverting increase in productivity or government spending creates expectations of decreasing

demand and profits relatively to the current period. This lessens the opportunity-cost of

losing customers in the current period.

Markups to do respond to aggregate shocks in the CES economy because such shocks

have no impact on marginal cost of production. In fact, due to perfect competition in the

numeraire sector and labor market, the equilibrium wage is equal to the productivity of

labor in the numeraire sector. Therefore, the equilibrium wage does not to the government

spending shock, while it respond one for one to the aggregate productivity shock as the latter

is also hitting the productivity of the numeraire sector. Notice that a similar result would

be obtained in the CES economy even if the marginal cost were responding to the aggregate

shock if the number of goods in the consumer basket goes to infinity as in the standard

Dixit-Stiglitz preferences.

Finally, while we showed that, in absence of other types of frictions, customer retention

concerns give rise to pro-cyclical markups, we see this result as complementing existing studies

on the cyclicality of markups. Gopinath and Itskhoki (2011) discuss alternative frictions

in price setting that may give rise to cyclical markups, as for instance nominal rigidities.

Studying the interaction of customer retention concerns with other types of frictions is an

interesting avenue for future research on price dynamics.

6 Pass-through of cost shocks

The presence of customer retention concerns makes it harder for firms to raise prices. It

follows that our model provides an interesting setting to analyze the decision to pass-through

a cost shock. We begin by explaining how firms react to an idiosyncratic shock to their

productivity to illustrate the forces at work. Such shocks, however, are rarely observed in

data. Therefore, we move to analyze the response to a different class of shocks: those hitting

a subset of firms in the economy. The latter scenario can be interpreted as a movement in

the real exchange rate between two countries and allows to compare the predictions of our

model with the evidence on exchange rate pass-through available in the literature.

6.1 The pass-through of idiosyncratic cost shocks

One distinctive property of our model is that it predicts not only that pass-through is hetero-

geneous in productivity but also that the relationship between pass-through and productivity

is non monotonic. Two forces determine pass-through of cost shocks. The first one has to do
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with the strength of the customer retention motive. Firms at higher risk of losing customers

(i.e. those with higher extensive margin elasticity) have lower incentives to pass-through cost

shocks. Given the relationship between extensive margin elasticity and productivity, this

margin implies that pass-through is increasing in productivity. The second force is a feature

of CES demand and goes in the opposite direction.15 In the standard CES economy, firms

with high cost pass-through more than firms with low cost of production. The intensive

margin elasticity increases with the price charged by the firm. Higher productivity firms

charging lower prices also face higher intensive margin elasticity, and pass-through less.16

Figure 3: Equilibirum Pass-through of an idiosyncratic cost shock
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Note: The blue solid line plots the equilibrium pass-through to a marginal increase in production cost in
the model at our baseline parameters. The red dashed line plots the pass-through in the CES economy with
λ→∞.

In Figure 3 we display the equilibrium pass-through caused by a marginal increase in the

production cost (−∆ log(P∗(z))/∆ log(z)) as a function of the initial level of production cost.

The continuous line portrays the relationship in the model with customer retention concerns;

the dotted line represents the response in a CES economy.

15Examples of other models consistent with the same predictions are Atkeson and Burstein (2008), Melitz
and Ottaviano (2008), or Garetto (2012).

16This is due to the concavity of εd(p) which implies that the marginal sale reduction triggered by a price
increase is smaller the higher the price. Since in the CES economy prices are monotonic in cost, it follows
that high cost-high price firms choose to pass-through more. Similar consideration explain why, if we look
within the two regions below and above the average cost, even in the model with customer retention concerns
pass-through rises with cost.
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The shape of the relationship in the baseline model can be understood comparing different

sets of firms. First we contrast the behavior of firms whose production cost is low enough that

customer retention concerns do not bind (“low cost” firms) with that of the remaining firms

(“high cost” firms). Across these two groups of firms the first force discussed above dominates,

so that “low cost” firms that pass-through more.17 Next, we can compare pass-through of

firms with different productivities but both located in the group for which customer retention

concerns do not bind. In this case the CES effect prevails and pass-through decreases with

productivity. The difference in average pass-through rate predicted by the baseline model

(40%) and the CES one (78%) is therefore entirely driven by the behavior of high cost firms.

6.2 The pass-through of real exchange rate shocks

In this section, we consider the pass-through of an unexpected permanent change in produc-

tion cost affecting a subset of the firms in the economy on the ground that this scenario is

analogous to a shock to the real exchange rate. In fact, an appreciation of the real exchange

rate -defined as the price the domestic numeraire good in units of the foreign numeraire-

implies de facto an increase in labor cost for a subset of firms in the market (the foreign

firms) relatively to another group (the domestic firms).18

The pass-through of idiosyncratic shocks we documented so far was less readily compa-

rable with outside estimates for external validation. In fact, these shocks are rarely observed

and, therefore, their pass-through is hardly documented. Simulating the effect of a real ex-

change rate shock allows to stack the predictions of our model against the findings of a large

literature that has analyzed empirically the associated pass-through and the effects of tariffs

on competition between foreign and domestic producers.19

We consider our economy in steady state at period t0, as calibrated in Section 4. We

assume that a fraction J̃ ⊂ [0, 1] of the producers of good d are foreign firms, whereas the

rest are domestic firms. We hit foreign firms with an unexpected and unforeseen permanent

shock to production cost in the form of a scaling factor (1 + τ), so that the marginal cost of

production of a generic firm j ∈ J̃ goes from w/zjt0 to (1+τ)w/zjt0 . This shock is realized after

the firm has learned about idiosyncratic productivity z but before pricing and customer’s exit

17For instance if we compare the bottom and the top decile of the productivity distribution, we find that
the passthrough in on average 22% for the former group and 55% for the latter.

18Given that we assume perfect competition in the market for the numeraire, the equilibrium wage coincides
with the price of the numeraire.

19A shock to the effective cost of a subset of the players in the industry is the salient characteristic
of a number of other real world scenarios. For instance, variations in state sales tax would affect local
online sellers but not those located out-of-state, as the latter cannot be compelled to collect it (Einav et al.
(forthcoming)). A similar effect is generated by the introduction of size-contingent employment protection
legislation (Acemoglu and Angrist (2001), Schivardi and Torrini (2008)).
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decisions are taken. Since we interpret our exercise as a perturbation of the equilibrium in a

particular industry, we disregard general equilibrium effects on labor markets and income.

We set the fraction of firms in the economy hit by the shock to 12%, which matches the

share of imports into U.S. personal consumption expenditure (Hale and Hobijn (2011)). It is

well established that firms participating in export are more productive (Eaton et al. (2011)).

To mimic this selection mechanism we assume that the distribution of idiosyncratic marginal

cost of production, µ(z), is different for foreign and domestic producers. In particular, the

mean of the cost distribution of foreign firms is 15% lower than that of domestic firms.20

Table 3: The average long-run response to a τ change in real exchange rate

τ = 1% τ = 5%

All firms 71% 72%

Top tercile 58% 60%

Bottom tercile 87% 87%

Notes: The pass-through is computed as the log-change in the long-run price or demand of each producer relatively to the

absolute value of τ . Then we take an average across the different producers in a given set of firms (all firms, the most and least

productive third), using the weight each producer has into aggregate consumption.

In Table 3 we report the long run pass-through and the elasticity of markup in response

to a permanent 1% and 5% appreciation of the real exchange rate. The average pass-through

of a 1% shock is 71%, which only goes up slightly when we consider a larger shock. This

estimate is in the range reported by Hellerstein (2008) for wholesaler in the beer industry

but below her estimated pass-through for retailers. At the top tercile of the productivity

distribution of the foreign firms, the pass-through is below 60%; whereas at the bottom third

of the same distribution the pass-through is almost 90%. These results are consistent with the

evidence presented in Berman et al. (2012). Using data on French firms, they show that the

pass-through of a real exchange rate shock on export prices is decreasing in productivity.21

In order to gauge to what extent these empirical results about exchange rate pass-through

extend to generic cost shocks we repeated the experiment hitting with the cost shock τ a

20The gap between the average productivity of foreign and domestic firms is created in such a way that
the average productivity of the economy as a whole is the same as in the baseline case. This is important
to mantain the ratio between the scale of the search cost -which we are not reestimating for the sake of this
exercise- and productivity constant.

21Berger and Vavra (2013) also find supporting evidence for heterogeneity in pass-through in BLS data,
showing that individual items with high price change variance have greater exchange rate pass-through.
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random subset of firms, representative of the overall distribution of productivity. In this

case we find that the pass-through among “high cost” firms is higher than among “low cost”

firms. This is analogous to results we obtained when we analysed the idiosyncratic cost shock.

Therefore, it appears that selection of firms affected by the shock matters for the resulting

heterogeneity in pass-through.

A final interesting result from this exercise is that not only foreign but also domestic

firms adjust their prices, even though they have not been directly hit by the shock. Foreign

firms are passing-through an actual cost shocks and their adjustment is limited because they

are constrained by retention concerns. In fact, they are becoming less productive, which

leads them to face a higher elasticity of the extensive margin of demand. It follows that

foreign firms enjoy lower markup after the exchange rate shock, they raise their price less

than proportionally and reduce their markup. “High cost” domestic firms increase prices

without having experienced any cost shift, out of a pure feedback effect. The appreciation of

the real exchange rate improves their position with respect to foreign firms and reduces their

extensive margin elasticity. Since these firms choose a price in the increasing portion of the

profit function, their reaction is to raise their price leading to higher markup. In contrast,

“low cost” domestic firms do not respond to the shock as neither their demand nor their cost

is affected. Garetto (2012) uses data on the European car industry to investigate the effects

of an exchange rate shocks on the prices of domestic producers. Her findings are consistent

with the predictions of our model. She documents that domestic firms adjust their prices

following exchange rate fluctuations and that “high cost” producers react more than “low

cost” ones.

7 Conclusions

The customer base is an important determinant of firm performance. Introducing customer

retention consideration into standard models can improve our understanding of firm pricing

behavior. We setup and estimate a model where firms face sticky demand and use it to

explore the implications of this feature for the cyclicality of markups and cost-passthrough.

In our setting, there are two margins of demand adjustment. Customers can adjust both

the quantity they purchase in response to price fluctuations and decide to leave and shop

elsewhere. Because of search frictions, lost customers are hard to gain back and firms have

an incentive to care about retaining their customers. We characterize the equilibrium of the

model and show that customer retention concerns introduce a dynamic element into optimal

markup so that markups depend on firm productivity.

We use scanner data on households’ purchases at a U.S. supermarket chain to provide
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direct evidence that customers do respond to variation in the price of their consumption

basket. We also exploit the data to estimate the key parameters of the model and provide a

quantification of the effect of customer retention concerns on firm pricing.

We show that our model implies pro-cyclicality of markups not only to idiosyncratic

shocks but also to aggregate ones (both technology and government spending). This is a

feature documented in the data and we show that it cannot be reproduced by a standard

CES model. Our model also matches the empirical evidence on heterogeneous pass-through

of real exchange rate shocks but at the same time invites caution in extrapolating this finding

to the pass-through of other types of cost shocks.

We notice that product market frictions is the only price setting friction in our economy,

and that we study such friction in isolation from other possible relevant frictions for price

dynamics. We showed that customer retention concerns give rise to pro-cyclical markups.

This obviously does not prevent other types of frictions, such as nominal rigidities for instance,

to introduce an element of counter-cyclicality in markups. Moreover, complementing our

model with nominal rigidities may also allow to study the impact of monetary shocks on the

real economy.

Finally, in this paper we have focused on the impact of the retention margin on price

setting. However, the possibility to acquire customers through prices would induce incentives

on price setting similar to the ones from customer retention. Extending our model to allow

both for acquisition and retention of customers to depend on firm pricing, and measuring the

role of both for markup dynamics, is an interesting topic for future research.
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A Technical Appendix

A.1 Derivation of assumptions from first principles

In this section we propose a micro founded model that can give rise to the assumptions we

made on the paper regarding customer’s demand d(p) and surplus v(p).

Let customers derive utility from a large number of varieties N > 1 according to u(C) =

C1−γ/(1−γ), where C =
(∑N

n=1 c
θ−1
θ

n

) θ
θ−1

is a CES consumption aggregator, where cn denotes

the consumption level of each variety, and θ > 1. The way to connect this setup with the

one used in the paper is to consider d(p) = cn(pn) and v(p) = u(C(pn)), where pn denotes

the price of variety n. That is, our model can be interpreted as evaluating the competition

in the industry producing variety n, where firms differ in their productivity.

Each period the customer maximizes,

max
{cn}Nn=1

u(C) subject to
N∑
n=1

pncn = I ,

from where we obtain the standard first order condition for variety n,

u′(C)
∂C

∂cn

θ − 1

θ
c
θ−1
θ
−1

n = λpn for all n,

where λ denotes the Lagrange multiplier of the budget constraint. Operating with the first

order conditions we obtain that

cn =
I

P

(pn
P

)−θ
, P ≡

(
N∑
n=1

p1−θ
n

) 1
1−θ

,

where we have written the demand for variety n, cn, as a function of its own price, pn, and

the price level, P . Notice that the price level is such that P C = I.

We start by discussing the properties of the demand function d(p), which in this setup

maps to evaluating the properties of cn(pn). It is immediate to see that the demand for

variety n converges to zero as its price diverges to infinity. That is, limpn→∞ cn = 0, which

follows directly from the expression for cn. We now show that when the number of varieties

is large, the demand for variety n is decreasing and convex in its price. To this end, it proves
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useful to compute the following derivatives,

∂P

∂pn
=

(
P

pn

)θ
≡ A(pn),

∂cn
∂pn

=
cn
pn

[
−θ + (θ − 1) A(pn)

θ−1
θ

]
,

where A(pn) > 0 and A(pn) = N θ in a symmetric equilibrium. Notice that in the symmetric

equilibrium, if N is large, we have that ∂cn
∂pn

< 0 and ∂2cn
∂p2n

> 0, consistent with the demand

function d(p) being decreasing and convex in p. Moreover, because cn and the price index

P are twice continuously differentiable in prices and number of varieties N , the result also

applies more generally away from the symmetric equilibrium.

Direct computations using the definition of cn and price index P provide that the elasticity

of demand of variety n is given by

εd(pn) = −∂ ln cn
∂ ln pn

= θ − (θ − 1)
cnpn
I

,

where cnpn =

(∑N
i=1

(
pi
pn

)1−θ
)−1

which, in a symmetric equilibrium, is positive when Nθ >

θ − 1. For example, this condition is guaranteed to apply for large N . In particular, as N

diverges to infinity we get that εd(pn) = θ, so that when there are infinite many varieties the

demand elasticity is constant. Moreover, notice that

∂εd(pn)

∂pn
= (θ − 1)2 1

pn

(
N∑
i=1

(
pi
pn

)1−θ
)−1

1−

(
N∑
i=1

(
pi
pn

)1−θ
)−1

 ,

which in a symmetric equilibrium is equal to (1/pn)(θ − 1)2(1− 1/N)/N > 0.

Now we evaluate v(p). In this micro funded setup this maps into exploring the effect of

pn on u(C). Recall that, from the construction of the price index P , P C = I, so that

∂C

∂pn
= −cn

P
,

∂2C

∂p2
n

= −
[
∂cn
∂pn

1

P
− cn
P 2
A(pn)

]
,
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Then,

∂u(C)

∂pn
= C−γ

∂C

∂pn
< 0 ,

∂2u(C)

∂p2
n

= −C−γ−1

(
∂C

∂pn

)2
[
γ − C

∂C
∂pn

∂2C
∂p2n
∂C
∂pn

]

= −C−γ−1

(
∂C

∂pn

)2 [
γ + θ

(
1− A(pn)

1−θ
θ

)
− 2
]

so that ∂2u(C)
∂p2n

≤ 0 if γ+θ
(

1− A(pn)
1−θ
θ

)
−2 ≥ 0. For example, in the symmetric equilibrium,

where A(pn) = N θ, the required condition can be rewritten as γ + θ
(
1−N1−θ) ≥ 2, which

shows that a sufficient condition (in the symmetric equilibrium) is that γ ≥ 2.

We now explore the existence of a unique solution that maximizes the profit function of

the firm. This involves proving two different things. First, that there exists a unique solution

to ∂π(p, z)/∂p = 0. Second, that this solution is a maximum (i.e., that the profit function is

strictly concave).

The first derivative of the profit function with respect to the price reads,

∂π(pn, z)

∂pn
= cn

[
1− εd(pn)

(
1− w/z

pn

)]
,

where a solution to ∂π(pn,z)
∂pn

= 0 exists and it is unique if pn
w/z

= εd(pn)
εd(pn)−1

has a unique solution.

Let h1(pn) ≡ pn
w/z

and h2(pn) ≡ εd(pn)
εd(pn)−1

. Notice that h1(pn) is continuous, strictly increasing,

with h1(0) = 0 and limpn→∞ h1(pn) =∞. Also, because εd(pn) is continuous and increasing,

h2(pn) is continuous, decreasing, with limpn→∞ h2(pn) = θ. It the follows that, for any number

of varieties N , there exists a unique price solving ∂π(pn,z)
∂pn

= 0.

We now show that this unique price maximizes the firm’s profits. To this end we show

that in a symmetric equilibrium, for large N , the profit function evaluated at this price is

concave. The second derivative of the profit function with respect to pn reads,

∂2π(pn, z)

∂p2
n

= − cn
pn

[
εd(pn)

(
1− εd(pn)

(
1− w/z

pn

))
+ pnε

′
d(pn)(1− w/z

pn
) + εd(pn)

w/z

pn

]
.

Notice that, in a symmetric equilibrium, cn, pn, εd(pn), and ε′d(pn) are continuous in N .

We will use this fact to prove that for large N the profit function is concave at the price

maximizing static profits. Notice that when N diverges to infinity the second derivative

reduces to
∂2π(pn, z)

∂p2
n

∣∣∣∣
N→∞

= − cn
pn

[
θ

(
1− θ

(
1− w/z

pn

))
+ θ

w/z

pn

]
,
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because limN→∞ εd(pn) = θ and limN→∞ ε
′
d(pn) = 0. Moreover, the markup pn/(w/z) can be

obtained from equalizing the first derivative to zero. The markup in this case is θ/(θ − 1)

and, as previously discussed, it is unique. Therefore,

∂2π(pn, z)

∂p2
n

∣∣∣∣
N→∞

= − cn
pn

(θ − 1) < 0 ,

so that when there are infinite many varieties, under the symmetric equilibrium the profit

function has a unique maximizer, and it equalized the first derivative of the profit function

to zero. Moreover, because cn, pn, εd(pn), and ε′d(pn) are continuous in N , it is also the case

that, in a symmetric equilibrium, ∂2π(pn,z)
∂p2n

< 0 for large N . In the end, we concluded that

if there is a large number of varieties, the profit function is concave, and ∂π(p, z)/∂p = 0

characterizes its maximizer.

A.2 Proof of Proposition 1

First we prove that if P̂(z) ≤ P̄(z) then P(z) = P̃(z) = {P̂(z)} follows. By definition of

P̂(z) and P̄(z), and given that firm’s value is increasing in both profits per customer and

customer base, P̂(z) ≤ P̄(z) implies P(z) = P̂(z). Given that for all p ≤ P̄(z), ∂∆(p,z)
∂p

= 0,

the first order condition in equation (9) reduces to ∂π(p,z)
∂p

= 0, which is uniquely satisfied

at p = P̂(z). Therefore, P̂(z) ∈ P̃(z). Finally, given that π(p, z) is strictly concave in p,

attaining its maximum at P̂(z), and ∆(p, z) non-increasing in p, we have that P̃(z) = {P̂(z)}.
Next, we show that the converse is true. Assume by contradiction that P̂(z) > P̄(z) and

P(z) = P̃(z) = {P̂(z)}. Because ∂∆(p,z)
∂p

< 0 for any p > P̄(z), and given the definition of

P̂(z), we have that P̂(z) cannot satisfy equation (9) , so P̂(z) 6∈ P̃(z), which constitutes a

contradiction of P̃(z) = {P̂(z)}. Given that ∆(p, z) is strictly decreasing in p for p > P̄(z),

and given that ∂π(p,z)
∂p

= 0 at p = P̂(z) and continuous, the value function of the firm is

strictly decreasing at p = P̂(z). As a result, there exists another value of p < P̂(z) that gives

higher value to the firm, contradicting P̂(z) ∈ P(z).

We next show that if P̂(z) > P̄(z), then P(z) ⊂ [P̄(z), P̂(z)). First we show P(z) < P̂(z).

Suppose in the contradiction that P(z) > P̂(z), then given that ∆(p, z) is strictly decreasing

in p for p > P̄(z) and given that ∂π(p,z)
∂p

< 0 at any p > P̂(z) and continuous, implies that

there exists another value of p < P(z) that gives higher value to the firm, contradicting

optimality of P(z) > P̂(z). Moreover, given results above, we have that P(z) < P̂(z) (that

is, P̂(z) 6∈ P(z)). Finally, notice that for p < P̄(z), ∆(p, z) is constant and profits per

customer are strictly increasing in p, so that P(z) ≥ P̄(z).

We next show that if the elasticity of the customer base is continuous, then P(z) ⊂
(P̄(z), P̂(z)) and P(z) ⊂ P̃(z). Start by noting that that the requirement for the elasticity
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being continuous is that g(0) = 0. First, for any p < P̄(z), the firm’s value function is

strictly increasing in p because (i) the profit function is strictly increasing in p given that

P̄(z) < P̂(z), (ii) the customer base is constant. Moreover, because ∆(p, z) is continuously

differentiable with lim p↑P̄(z)
∂∆(p,z)
∂p

= 0, the value function is also strictly increasing in p

at p = P̄(z). As a result, P(z) ⊂ (P̄(z), P̂(z)). Finally, given the value function is strictly

increasing in p at p = P̄(z), and strictly decreasing at p = P̂(z), and because the value

function is continuously differentiable in p, then there is at least a maximum in (P̄(z), P̂(z)),

and such maximum has to satisfy the first order condition, so that P(z) ⊂ P̃(z).

A.3 Proof of Lemma 2

We first show that the solution to the firm’s problem is interior. We then show that when

g(ψ) = 0, the first order condition has at least one solution. After this we show that if the

hazard rate of G(·) is increasing in ψ and δ is small, the solution to the first order condition

is unique.

To see that the solution to the firm’s problem is interior notice first that limp→∞∆(p, z)Π(p, z) <

∆(P̂(z), z)Π(P̂(z), z). This implies that the optimal price would never diverge to∞ as there

exists a profitable deviation; for example, pricing so as to maximize static profits. Likewise,

limp→0 ∆(p, z)Π(p, z) < ∆(P̂(z), z)Π(P̂(z), z) if P̂(z) < P̄(z) and limp→0 ∆(p, z)Π(p, z) <

∆(P̄(z), z)Π(P̄(z), z) if P̂(z) > P̄(z). This shows that the optimal price is interior.

We not turn to prove that, under the assumptions of the Lemma, the optimal price is

characterized by the first order condition. It proves useful to define the following objects,

H1(p, z) ≡ ∂Π(p, z)

∂p

1

Π(p, z)
=

∂π(p, z)

∂p

1

Π(p, z)
,

H2(p, z) ≡ −∂∆(p, z)

∂p

1

∆(p, z)
=

∂ψ̄(p, z)

∂p

g(ψ̄(p, z))

1−G(ψ̄(p, z))

1−G(ψ̄(p, z))

1−G(ψ̄(p, z)) + δ
,

so that the first order condition in equation (9) can be rewritten as H1(p, z) = H2(p, z).

We first show that there exists at least one price p that solves H1(p, z) = H2(p, z). Notice

that H1(p, z) is strictly decreasing in p with H1(P̂(z), z) = 0. By Lemma 1, the function

H2(p, z) is continuous in p for p > P̄(z). It is immediate to see, because ψ̄(p, z) = 0 for every

p ≤ P̄(z), that H2(p, z) is continuous in p for p < P̄(z). Continuity of H2(p, z) for every p

requires continuity at p = P̄(z). That is, it requires that H2(P̄(z)) = limp↑P̄(z) H2(p, z) =

limp↓P̄(z) H2(p, z), which is satisfied if g(ψ) = 0. Under the assumption that g(ψ) = 0, because

H2(p, z) is continuous, with H2(p, z) ≥ 0 for all p, it follows that there exists at least one

price p which solves H1(p, z) = H2(p, z).

We now show that the solution to the first order condition is unique when the hazard rate
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of G(·) is increasing and δ is small. Because H1(p, z) is strictly decreasing in p, it suffices

to prove that H2(p, z) is strictly increasing in p for p > P̄(z), so that H1(p, z) and H2(p, z)

intersect only once. To prove thatH2(p, z) is strictly increasing in p for p > P̄(z), it is useful to

define a new function, H̃2(p, z) ≡ ∂ψ̄(p,z)
∂p

g(ψ̄(p,z))

1−G(ψ̄(p,z))
, where H̃2(p, z) = limδ→0H2(p, z). Notice

that, by continuity of ∂H2(p,z)
∂p

with respect to δ, for any ε > 0 there exists a δ̄ such that for

any δ < δ̄ we have
∣∣∣∂H2(p,z)

∂p
− ∂H̃2(p,z)

∂p

∣∣∣ < ε. Notice that Lemma 1 provides that ∂ψ̄(p,z)
∂p

> 0 for

p > P̄(z). This, together with the assumption that g(ψ̄(p,z))

1−G(ψ̄(p,z))
(i.e., increasing hazard rate)

implies that H̃2(p, z) is strictly increasing in p for p > P̄(z). In the end, because H̃2(p, z) in

this range, there exists a value δ̄ such that if δ < δ̄ also H2(p, z) is strictly increasing in this

range. Then, the first order condition has a unique solution.

A.4 Proof of Proposition 3

Part (i) of the proposition follows immediately from Proposition 1.

We now prove part (ii) of the proposition. It is useful to recall that V̂ =
∫ z̄
z
V̄ (P∗(z), z)µ(z)dz

and that a customer exits the customer base of the firm if V̂ − ψ > V̄ (P∗(z), z). We first

show that in equilibrium there is at least one productivity level where firms experience cus-

tomers leaving, which implies that Z2 6= ∅. We prove this by contradiction, by assuming

that no firm experience customers exiting its customer base. If no customer exits from the

customer base of any firm we need that V̄ (P∗(z), z) = V̂ for all z. An immediate implication

is that there cannot be price dispersion, with P∗(z) = P∗ for all z. Then, because prices are

independent of productivity, P̄(z) = P̄ = P∗ for all z. Notice that P̄ = P̂(z̄). If P̄ < P̂(z̄),

by Proposition 1, firms with productivity z̄ would deviate and charge a price above P̄ . If

P̄ < P̂(z̄), also by Proposition 1, firms with productivity z̄ would deviate and charge a price

below P̄ . In both cases, V̄ (P∗(z), z) 6= V̂ for all z. Because P̄ = P̂(z̄) and P̂(z) decreasing in

productivity, it is the case that P̂(z) > P̄ . Then, by Proposition 1, firms with productivity z

deviate to charge a price strictly above P̄ , so that there is price dispersion and at least there

is one productivity level at which firms experience a customer outflow and P∗(z) < P̂(z).

Then, Z2 6= ∅. This also implies that Z1 is non-empty. This follows because, if some firms’

optimal price is such that V̄ (P∗(z), z) < V̂ , then for another set of firms it has to be the case

that V̄ (P∗(z), z) > V̂ . Because no one exits the customer base of these firms, this implies

that P̂(z) < P̄(z) so that, by applying Proposition 1, P∗(z) = P̂(z).

Notice that, for any z ∈ Z1, it is the case that P∗(z) ≤ P̄(z). This implies that, for

any z ∈ Z1, ∆(P∗(z), z) = 1 + δ. For any y ∈ Z2, because P∗(y) > P̄(y), we have that

∆(P∗(y), y) = 1+δ−G(ψ̄(P∗(y), y)) ∈ (δ, 1+δ). Finally, given that
∫ z̄
z

∆(P∗(z))µ(z)dz = 1,

because for any z ∈ Z1 we already concluded that ∆(P∗(z), z) > 1, it has to be the case that
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for some y ∈ Z2, ∆(P∗(y), y) < 1.

A.5 Proof of Proposition 4

The outline of the proof is the following. We start by showing that the firm pricing deci-

sion P(z) is continuous in z and P̄(·). Then, we show that, under the assumptions of the

proposition, P̄(·) is continuous in z and firm’s optimal pricing P(z). As a consequence, we

combine all these results to obtain a continuous mapping from prices P(z) into itself, and

apply Brouwer’s fixed-point theorem to show that there exists a solution P∗(z).

Let T1(z, P̄(z)) denote the mapping from productivity z and the threshold price P̄(z) to

optimal pricing P(z).

Claim 1 If the assumptions of Lemma 2 are satisfied the mapping T1(·, ·) is unique and

continuous in both arguments.

The proof follows immediately from Proposition 1, equation (3) and Lemma 2. Because the

first order condition is continuous in p and P̄(z), T1(·, ·) is continuous in both arguments.

Let T2(z,P) denote the mapping from productivity z and the optimal price function P(·)
to threshold pricing P̄(z).

Claim 2 The mapping T2(·, ·) is unique and continuous in both arguments.

The proof follows immediately from equations (1)-(2).

Let T (z,P) ≡ T1(z, T2(z,P)) denote the function that maps productivity z and a pricing

function P(·) into the space where P(·) belongs.

Claim 3 T (·, ·) is continuous in both arguments.

The proof follows because the composition of continuous functions is continuous.

Notice, given that the set of z is compact and given Proposition 1, we have that P∗(z)

lies in a compact set. Moreover, we know that P(z) ∈ [0, P̂(z)], so that the operator T (z,P)

maps prices P from the set [0, P̂(z)] to a subset of it. By applying Brouwer’s fixed-point

theorem, we obtain existence of a solution P∗(z) = T (z,P∗) for all z.

A.6 Proof of Remark 2

We first provide a proof of the first part of the Remark. Under the assumptions of the remark

every firm has the same productivity z at every point in time. As a result, as previously

discussed, every firm chooses the same price P∗(z). We prove the statement in two steps. In
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the first step we conjecture a solution and then verify that it is an equilibrium. In the second

step we show that there are no other solutions.

Step 1: Conjecture that firms choose P∗(z) = P̂(z). It is immediate to see that P̄(z) =

P̂(z). Because P∗(z) = P̄(z), a direct application of Proposition 1 validates the conjecture.

Step 2: We now show by contradiction that P∗(z) = P̂(z) is the unique price schedule in

equilibrium. There are two cases: one were firms price above P̂(z) and one were they price

below. For the first case, conjecture that P∗(z) > P̂(z). Again, it is immediate to see that

P̄(z) > P̂(z). However, by Proposition 1, given that P̂(z) < P̄(z) firms should deviate and

price at P̂(z). Therefore, P∗(z) > P̂(z) cannot happen in equilibrium. For the second case,

conjecture that P∗(z) < P̂(z). Now we have that P̄(z) < P̂(z). However, by Proposition 1,

given that P̂(z) > P̄(z) a firm’s optimal price should satisfy P̄(z) < P∗(z) < P̂(z). Therefore,

P∗(z) < P̂(z) cannot happen in equilibrium.

The proof of the second part of the corollary is straightforward and follows from Bertrand’s

competition.

A.7 Proof of Proposition 5

It proves useful to define the following object,

Ṽ (z) =

∫ z̄

z

[∫ ∞
0

max
{
V̄ (P∗(z′), z′), V̂ − ψ

}
g(ψ) dψ

]
µ(z′| z) dz′ .

So that the value for a remaining customer is V̄ (p, z) = v(p) + βṼ (z). Notice that, because

P∗(z) is decreasing in z, v(p) decreasing in p, and the process for the productivity shock

displaying persistence, we have that V̄ (P∗(z), z) is strictly increasing in z. It is then imme-

diate to get that P̄(z) is strictly decreasing in z. Furthermore, all of these together with the

price that maximizes static profits P̂(z) being strictly decreasing in z, imply the existence of

the unique threshold ẑ where firms with productivity above ẑ charge P̂(z) and those below

the threshold charge a price below the price that maximizes their static profits. Finally,

Proposition 3 provides that ẑ is interior.

A.8 Proof of Proposition 6

It proves useful to define the following object,

Ṽ (z) =

∫ z̄

z

[∫ ∞
0

max
{
V̄ (P(z′), z′), V̂ − ψ

}
g(ψ) dψ

]
µ(z′| z) dz′ .

So that the value for a remaining customer is V̄ (p, z) = v(p) + βṼ (z).
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1) Productivity shocks are i.i.d., ρ = 0. Points (i)-(ii). We start by showing that P̄(z) =

P̄ . Under the assumptions of the proposition we have that µ(z′| z) = µ(z′| y) for all z, y. As

a result, we get that Ṽ (z) = Ṽ . Because the continuation value of being matched with any

firm equals Ṽ , using equation (2) we get that P̄(z) = P̄ . Notice that this result immediately

implies that εm(p, z) = εm(p).

To prove that there exists a unique value ẑ recall that P̂(z) is decreasing in z. This,

together with Proposition 3 and P̄(z) constant in z, immediately implies the existence of the

unique threshold ẑ where firms with productivity above ẑ charge P̂(z).

We now prove that the pricing schedule P∗(z) is monotonic. We do this in three steps:

Step 1: firms charging P∗(z) = P̂(z). For every firm with productivity z ∈ Z1 the optimal

price P∗(z) decreases monotonically when z ∈ Z1 because P̂(z) decreases monotonically.

Step 2: firms charging P∗(z) < P̂(z). Consider two productivity levels z, z′ with z > z′.

Conjecture, in the contradiction, that P∗(z) > P∗(z′). There are two cases. Case 1: suppose

that P∗(z′) > P̂(z). Here, because ∂π(p, z)/∂p < 0 for all p > P̂(z) and P̄(z) = P̄ for all z ,

a firm with productivity z has a deviation that increases her value by charging price P∗(z′).
Case 2: suppose that P∗(z′) < P̂(z). Here, because ∂π(p, z′)/∂p > 0 for all p < P̂(z′) and

P̄(z) = P̄ for all z, a firm with productivity z′ has a deviation that increases her value by

charging P∗(z). Hence, in both cases we get a contradiction. Therefore, P∗(z) decreases

monotonically when z ∈ Z2.

Step 3: the firms with lowest productivity in set Z1 and firm with highest productivity in

set Z2. Consider the firm with the lowest productivity in Z1, which we label by z, and the

firm with highest productivity belonging to set Z2, which we label by z′. We now show that

P∗(z) = P̂(z) < P∗(z′). Consider, in the contradiction, that P∗(z′) < P∗(z). Notice that (i)

the firms with productivity z do not face customer retention concerns and (ii) ∂π(p, z′)/∂p > 0

for any p < P̂(z′). Because of (i) and (ii), it is immediate that a firm with productivity z′

has a deviation that increases her value by setting a price equal to P∗(z) = P̂(z).

2) Persistent productivity shocks, ρ ∈ (0, 1). Points (i)-(ii). We will prove the statement

by contradiction. Pick two productivity levels zl < zh. Conjecture that P∗(zl) ≤ P∗(zh). We

rewrite Ṽ (z) as follows,

Ṽ (z) = (1− ρ) V̂ + ρ

∫ ∞
0

max
{
V̄ (P∗(z), z), V̂ − ψ

}
g(ψ) dψ

from where it is clear that if P∗(zl) ≤ P∗(zh) then, using equation (2), it is necessary that

P̄(zl) ≥ P̄(zh). We now show that when P̄(zl) ≥ P̄(zh), it is the case that P∗(zl) > P∗(zh),
which constitutes a contradiction.
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Notice that we can rewrite equation (8) as F (z) = maxpH1(p, z) +H2(p, z) where

H1(p, z) ≡ ∆(p, z)

1− βρ∆(p, z)
π(p, z) ,

H2(p, z) ≡ ∆(p, z)

1− βρ∆(p, z)
β(1− ρ)F ,

where F is a constant. Notice that, using equation (3), arg maxpH1(p, zH) < arg maxpH1(p, zL)

if P̄(zl) ≥ P̄(zh). Also, notice that H2(p, z) is constant for any p ≤ P̄(z) and then

strictly decreasing. As a result, it follows immediately that, as long as P̄(zl) ≥ P̄(zh),

the arg maxH1(p, zH) +H2(p, zH) < arg maxH1(p, zL) +H2(p, zL) so that P∗(zH) < P∗(zL),

which constitutes a contradiction. Then, P∗(z) decreases monotonically with z.

Because P∗(z) is decreasing in z, P̄(z) is strictly increasing in z: this follows from the

definition of Ṽ and P̄(z). To prove that there exists a unique value ẑ recall that P̂(z)

is decreasing in z. This, together with Proposition 3 and P̄(z) strictly increasing in z,

immediately implies the existence of the unique threshold ẑ where firms with productivity

above ẑ charge P̂(z).

3) Point (iii) (for both cases). Monotonicity of P∗(z) and P̄(z), together with Lemma 2

and Lemma 3 imply that ∂ψ̄(p, z)/∂z ≤ 0 so that εm(P∗(z), z) decreases with z. The process

in equation (13) implies α(p, z) = 1 +βρ+β(1− ρ)F/π(p, z). Finally, π(P∗(z), z) increasing

in z guarantees that α(p, z) decreases with z. Then by using equation (10) Point (iii) follows.

A.9 Closing the model: a simple model of labor choice

We describe the workings of the labor market determining the equilibrium level of income

I. We assume that each period a representative household chooses labor supply to solve the

following problem

max
`

∫ z̄

z

(
v(P∗(z))−

∫ v(P̄(z))−v(P∗(z))

0

ψ g(ψ)dψ

)
M(z)

Γ
dz − `1+φ

1 + φ
, (15)

subject to

v(P∗(z)) =

(
I
(
ω1−θP∗(z)1−θ + (1− ω)1−θ)− 1

1−θ
)1−γ

1− γ
,

I = w `+

∫ z̄

z

π(P∗(z), z)
M(z)

Γ
dz ,
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and equation (3). The representative household takes prices and aggregate profits as given,

and has the same measure of the customers, i.e Γ. The representative household chooses the

labor supply ` and distributes labor proceeds equally across its customers. The parameter

representing the disutility of labor (φ) is set to 1.43 so that the Frisch elasticity of labor

supply is equal to 0.7 (see Pistaferri (2003)).

A.10 Augmenting the model with government spending

For simplicity, we assume that the government behaves exactly as the consumers in our econ-

omy, i.e. it is allocated a fraction g of household’s income, i.e. gIΓ, and distributes proceeds

equally across different shoppers. In the steady state we assume g = 0. Government pur-

chases are of no value to the household. Thus the only difference between the representative

household and the government in our model is that the representative household also makes

a labor decision, taking the lump-sum transfer by the government given, while the govern-

ment’ shoppers take similar decisions as the shoppers in the household. The impact of higher

government spending on the household is that it decreases disposable income for given labor

proceeds and profits, while it leaves firms’ demand unchanged.

The lump-sum tax on the household is such that the government budget balances every

period, i.e. τ = gIΓ. As a consequence, if d(P∗(z)) and n(P∗(z)) are the demand of the

good d and the numeraire good by household’ shoppers when matched to a producer of

good d with productivity z, the corresponding demand by the government’s shoppers are

d(P∗(z)) g/(1− g) and n(P∗(z)) g/(1− g) respectively.

The equilibrium in the labor markets requires that labor supply equals labor demand, i.e.

` = (1 +
g

1− g
)

(∫ z̄

z

d(P∗(z))

z

M(z)

Γ
dz + n(P∗(z))

)
. (16)

Finally, given that the representative household owns the firms, the relevant T-periods

ahead stochastic discount factor in the firm maximization problem is given by

Qt+T |t = βT

∫ z̄
z

(C(P∗t+T (z)))−γM(z)dz∫ z̄
z

(C(P∗t (z)))−γM(z)dz
, (17)

where U(C) = C1−γ/(1 − γ), and C(P∗t (z)) = I
(
ω1−θP∗t (z)1−θ + (1− ω)1−θ)− 1

1−θ is the

consumption basket of consumers buying good d at price P∗t (z).
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B Data sources and variables construction

B.1 Data sources

The empirical evidence presented in Section 3 is based on two data sources provided by a

large supermarket chain that operates over 1500 stores across the US. We exploit information

on weekly store sales between January 2004 and December 2006 for a panel of over 200 stores

located in 10 different states. For each good (identified by its UPC) carried by the stores in

those weeks, the data report total amount grossed and quantity sold.

In addition to store level data, we have information on grocery purchases at the chain

between June 2004 and June 2006 for a panel of over 11,000 households. For each grocery

trip made by a household, we observe date and store where the trip occurred, the collection of

all the UPC’s purchased with quantity and price paid. The data include information on the

presence and size of price discounts but do not generally report redemption of manufacturer

coupons. The geographical dispersion of the households mirrors that of the store data: our

customers live in some 1,500 different zipcodes across 10 states. Data are recorded through

usage of the loyalty card; the retailer is able to link loyalty cards belonging to different memebr

of the family to a single household identifier. Purchases made without using the card are not

recorded. However, the chain ensures that the loyalty card has a high penetration by keeping

to a minimum the effort needed to register for one. Furthermore, nearly all promotional

discount are tied to ownership of a loyalty card, which provides a strong incentive to use it.

Another potential drawback of the data is that we only follow households when purchasing at

stores of a single, albeit large, supermarket chain. Other data sources on the same industry,

like the Nielsen Homescan database, rely on households themselves scanning the barcodes

of the items purchased once they return home after a trip and can therefore track them

shopping at a plurality of competing firms. On the other hand, cash register data contain

significantly less measurement error than databases relying on home scanning (Einav et al.

(2010)).

B.2 Variables construction

Exit from customer base. The dependent variable in the regression presented in equa-

tion (14) is an indicator for whether a customer is exiting the customer base of the chain.

With data on grocery purchases at a single retail chain it is hard to definitively assess whether

a household has abandoned the retailer to shop elsewhere or it is simply not purchasing gro-

cery in a particular week, for instance because it is leaving off its inventory. In fact, we

observe households when they buy grocery at the chain but do not have any information on
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their shopping at competing grocers. To circumvent this problem, we focus on a subsample

of households who shop frequently at the chain. For them we can plausibly assume that

sudden long spells without trips represent instances in which the household has left the chain

and is fulfilling grocery needs shopping at one of its competitors. Operationally, we select

households who made at least 48 trips at the chain over the two years spanned in the sample,

implying that they would shop on average twice per month at the chain. When such house-

holds do not visit any supermarket store of the chain over at least eight consecutive weeks,

we assume that the customer is shopping elsewhere. The Exit dummy is constructed so that

it takes value of one in correspondence to the last visit at the chain before a spell of eight or

more weeks without shopping there. Table 4 summarizes shopping behavior for households

in our sample. It is immediate to notice that a 8-weeks spell without purchase is unusual, as

customers tends to show up frequently at the stores. This strengthens our confidence that

customer missing for such a long period have indeed switched to a different retailer.

Table 4: Descriptive statistics on customer shopping behavior

Mean Std.dev. 25th pctile 75th pctile

Number of trips 157 141 65 208

Days elapsed between consecutive trips 4.1 7.4 1 5

Frequency of exits 0.004 0.065

Items in the basket 289.5 172.4

Price of the basket. The household level scanner data report information on the price

paid conditional on a certain item having been bought by the customer. Therefore, if we do

not observe at least one household in our sample buying a given item in a store in a week,

we would not be able to infer the price of the item in that store-week from the household

panel data. However, the store level data allow us to calculate unit value prices every week

for every item in sale in a given store, whether or not that particular UPC was bought by

one of the households in our data. Unit value prices are computed using data on revenues

and quantities sold as

UV Pstu =
TRstu

Qstu

,

where TR represent total revenues and Q the total number of units sold of good u in week t

in store s.
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As explained in Eichenbaum et al. (2011) this only allows to recover an average price for

goods that were on promotion. In fact the same good will be sold to loyalty card carrying

customers at the promotional price and at full price to customers who not have or use a

loyalty card. Without information on the fraction of these two types of customers it is not

possible to recover the two prices separately. Furthermore, since prices are constructed based

on information on sales, missing values can originate even in this case if no unit of a specific

item is sold in a given store in a week. This is, however, an unfrequent circumstance and

involves only rarely purchased UPC’s, which are unlikely to represent important shares of

the basket for any of the households in the sample. For the analysis, we only retain UPC’s

with at most two non consecutive missing price observations and impute price for the missing

observation interpolating the prices of the contiguous weeks.

The retail chain applies different prices in different geographic areas and supplied weekly

data on revenues and quantities sold by UPC for 270 stores that are representative of the

different price areas. Households shop in one (or a subset) of some 1,500 stores and we have

to devise a way to match the store a household visits to the price areas to which it belongs.

However, we have no information on how the chain divides its markets into price areas. A

possible solution is to infer in which price areas the store(s) visited by a household are located

by comparing the prices contained in the household panel with those in the store data. In

principle the household data should give information on enough UPC prices in a given week

to identify the price area representative store whose pricing they are matching. However, even

though two stores belonging in the same price area should have the same prices, they may

not have the same unit value prices if the share of shoppers using the loyalty card differs in

the two stores. Therefore, we choose to restrict attention to the 1,336 households whose most

frequently visited store is one of the representative stores. Since the 270 representative stores

are not selected following any particular criterion, the resulting subsample of households is

not subject to any type of selection.

We are interested in observing whether households change their grocery supplier in re-

sponse to fluctuations in the price of the basket of goods they purchase. To this end, we

construct a price index summarizing for each customer in every week the price of the col-

lection of goods she regularly buys. We include in a customer basket all the UPC’s she

purchased over the two years of data and construct the price of the basket for household i in

week t by taking the average of the weekly prices of all the UPC’s the customer purchased

over the two years weighted by the share of her expenditure they represent. Namely:

pit =
∑
u∈U i

wiuput, wiu =

∑
tEiut∑

u∈U i
∑

tEiut
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where U i is the set of all the UPC’s (u) purchased by household i during the sample

period.

We choose to calculate the weights using the expenditure share of the UPC over the two

years in the sample. This can lead to some inaccuracy in identifying the goods the customer

cares for at a given point in time. For example, if a customer bough only Coke during the first

year and only Pepsi during the second year of data, our procedure would have us give equal

weight to the price of Coke and Pepsi throughout the sample period. If we used a shorter

time interval, for example using the expenditure share in the month, we would correctly

recognize that she only cares about Coke in the first twelve months and only about Pepsi in

the final twelve months. However, weights computed on short time intervals are more prone

to bias induced by pricing. For example, a two-weeks promotion of a particular UPC may

induce the customer to buy it just because of the temporary convenience; this would give

the UPC a high weight in the month. The effect of promotion is instead smoothed when we

compute weights using expenditure over the entire sample period.

Table Table 5 reports descriptive statistics on the change in price of the basket.

Table 5: Descriptive statistics on basket price changes

Mean Std.dev.

∆p -0.0001 0.043
|∆p| 0.029 0.031
%|∆p| > 1% 73.5
%|∆p| > 5% 16.8
%|∆p| > 10% 4.1
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