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Abstract

In a static economy with symmetric information, the informational re-
quirements for competitive equilibrium are very weak: markets clear and
each agent is rational. With asymmetric information, the solution concept
of competitive equilibrium has been generalized to rational expectations
equilibrium. But now common knowledge of market clearing and rational-
ity is required. This paper proves versions of these results in a formal model
of knowledge.

1. Introduction

In a static economy with symmetric information, the informational requirements
for competitive equilibrium are very weak. If each agent knows market prices
and maximizes utility subject to his budget constraint, and markets clear, then
we have a competitive equilibrium. It is not necessary to assume anything about
what agents believe or know about other agents' behavior, market clearing or
anything else. This observation, which has its roots in Adam Smith, is one of the
most remarkable features of competitive equilibrium.
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With asymmetric information, the solution concept of competitive equilibrium
has been generalized to the notion of rational expectations equilibrium (Radner
(1979)). Agents infer information frommarket prices. It is widely understood that
this solution concept imposes much more stringent requirements on the knowledge
of agents. It must be common knowledge that agents understand the structure of
the model, and thus it must be common knowledge that all agents are maximizing
utility subject to budget and informational constraints, and that markets clear.
The equilibrium formulation of the solution concepts and the elegance of the
theoretical extension mask a radical change in assumptions.
The above claims are well understood, but they cannot be stated as theorems

in the standard framework. The purpose of this paper is to introduce a model of
agents' knowledge of the market process which allows these claims to be stated as
theorems. Thus it is necessary to have a description of the problem which includes
agents' knowledge about, for example, market clearing and other agents' behavior.
Thus each state must be understood as specifying not only the traditional data
of the economy, i.e. exogenous events, but also endogenous events such as agents'
actions and prices. This is analogous to and inspired by work looking behind equi-
librium solution concepts in game theory (e.g. Aumann (1987), Brandenburger
and Dekel (1987) and Aumann and Brandenburger (1993)).
There are two reasons for carrying out this exercise. Firstly, it is paradoxical

that some of the most important conceptual claims about equilibrium solution
concepts in general equilibrium theory have not been stated as theorems. It is of
interest in its own right. Secondly, it is possible to re¯ne the above statements
in ways that are of some interest. It will be shown that, for a given state space,
even assuming the common prior assumption and common knowledge of market
clearing and rationality does not imply that prices and agents' choices constitute
a rational expectations equilibrium with respect to that state space. Common
knowledge of market clearing and rationality does not rule out the possibility of
sunspots. This implies in turn that the relevant de¯nition of rational expectations
equilibrium cannot require that market prices reveal no information that is not
known by at least one agent.
Many papers have addressed these issues in the language of equilibrium the-

ory. Dutta and Morris (1995), following McAllister (1990), have emphasized that
in order to justify standard rational expectations equilibria, it is necessary to
assume degenerate beliefs about prices (in addition to the common knowledge
assumption). More generally, work on sunspots and equilibrium price uncertainty
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has been similarly motivated by the realization that existing solution concepts
assume even more than common knowledge of the structure of the model. This
paper provides a check that informal statements about knowledge and common
knowledge in such approaches are correct.
The paper is organized as follows. Section 2 gives a de¯nition of compet-

itive equilibrium (in a certain economy) and rational expectations equilibrium
(in an economy with asymmetric information). Some issues concerning sunspots
and the amount of information revealed by prices are discussed. In section 3, I
discuss what it means to think of the state space as containing a description of
endogenous variables and agents' knowledge of endogenous variables. Two lem-
mas corresponding to the informal claims in the ¯rst two paragraphs of the paper
are proved (they are trivial once the framework is set up). Examples show that
the lemmas are tight, so that, for example, anything less than common knowl-
edge of market clearing fails to deliver even rational expectations equilibria with
sunspots.

2. Equilibrium Concepts

Consider an L good economy, with agents 1; ::; H. Suppose agent h has endowment
eh 2 <L

+ and utility function u
h : <L

+ ! <.

De¯nition 2.1. A competitive equilibrium [CE] consists of a price vector p 2 <L
++

and demand xh 2 <L
+, for each agent, such that the following conditions are

satis¯ed:-
[1] Feasibility: pxh · peh, for all h:

[2] Rationality: uh(y) > uh(xh)) py > peh, for all h; y 2 <L+

[3] Market Clearing:
HX

h=1

xh =
HX

h=1

eh

This notion can be generalized to an economy with uncertainty and asymmetric
information as follows. Let S be some ¯nite state space and let ¼ be some strictly
positive prior on the state space. Each agent h has a utility function, uh : <L+£S !
<, endowment eh : S ! <L

+, and an information partition I
h. Write Ih(s) for the

(unique) element of Ih containing s. Assume agents know their own endowment,
so that s0 2 Ih(s)) eh(s0) = eh(s).
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De¯nition 2.2. A rational expectations equilibrium [REE] consists of a price
function, p : S ! <L

++, and, for each agent h, a state contingent commodity
bundle, xh : S ! <L+, such that

[1] Feasibility: p(s)xh(s) · p(s)eh(s) for all h; s:

[2] Rationality:

P
s02Ih(p;s)

¼[s0jI h(s)]uh(y; s0) > P
s02Ih(p;s)

¼[s0jIh(s)]uh(xh(s); s0)

) p(s)y > p(s)eh(s), for all h; s; y 2 <L
+.

[3] Market Clearing:
HX

h=1

xh(s) =
HX

h=1

eh(s), for all s.

[4] Demand Measurability: s0 2 I h(p; s) =) xh(s0) = xh(s); for all h

where Ih (p; s) =
n
s0 2 Ih (s) : p (s0) = p (s)

o
. Another restriction sometimes

required in the de¯nition of REE is the following:-

De¯nition 2.3. Price Join Measurability: s0 2 Ih(s) for all h ) p(s0) = p(s)

This requires that prices can di®er across states only if some agent has di®erent
knowledge at those states. An argument for imposing it is the following: suppose
we think there is some deterministic process by which prices are chosen as a
function of actions of agents. Then prices cannot depend on anything which is
not known to some agent.
On the other hand, suppose an \auctioneer" randomizes to determine prices.

Then states may include a description of the auctioneer's randomizing device, and
prices need not satisfy price join measurability. It will be useful for our lemmas
to have an explicit description of how uncertainty about equilibrium prices might
require the state space to be expanded. Consider the following example.

Example 2.4. Suppose there are two agents, 1 and 2, and two goods, 1 and 2.
S = fa; bg; ¼(a) = ¼(b) = 1

2 ; I
1 = (fag; fbg) and I2 = (fa; bg); e1(s) = (1; 0) and

e2(s) = (0; 1) for s = a; b.
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u1(x1; x2; s) =
1

2
ln(x1) +

1

2
ln(x2), for s = a; b

u1(x1; x2; s) =

(
2
3 ln(x1) +

1
3 ln(x2), if s = a

1
3
ln(x1) +

2
3
ln(x2), if s= b

This economy has two rational expectations equilibria (satisfying the de¯nition
above). Let good 1 be a numeraire good. There is a non-revealing equilibrium
with p2(a) = p2(b) = 1, x1(a) = x1(b) = (

1
2
; 1
2
) and x2(a) = x2(b) = (1

2
; 1
2
). But

there is also a fully revealing equilibrium with p2(a) =
3
4, p2(b) =

3
2 , x

1(a) = (12 ;
2
3),

x1(b) = ( 12;
1
3) and x

2(a) = ( 12;
1
3), x

2(b) = (12 ;
2
3).

But it is at least consistent with common knowledge of this data and the model
for there to be uncertainty about what the price would have been, contingent on
another state occurring. Suppose that in state b, the relative price of good 2 is
always 54 , but in state a, an auctioneer randomizes and sets the price equal to

5
4

with probability 1
4
and 3

4
with probability 3

4
. In this case, if agent 2 observes a

price of 3
4
, he knows the state is a, but if he observes a price of 5

4
, he assigns (by

Bayes updating) probability 1
5 to state a and probability

4
5 to state b. In this case

his expected utility is

EU2(x1; x2) =
1

5
u2(x1; x2; a) +

4

5
u2(x1; x2; b) =

2

5
ln(x1) +

3

5
ln(x2)

But now markets clear if agents 1 and 2 consume (12;
2
3) and (

1
2;
1
3) respectively

whenever the price is 34; and (
1
2;
2
5 ) and (

1
2;
3
5) respectively whenever the price is

5
4.

Dutta and Morris (1995) allow for this outcome explicitly as follows. Write
¢(T) for the set of simple (¯nite) probability distributions on any ¯nite or in¯nite
set T . A price randomization is a function ± : S ! ¢(<L

++). Write ­± for the
set of feasible state price pairs under ±, i.e. ­± ´ f(s; p) : ±(pjs) > 0g; and ­h± for
the set of state price pairs, (s; p), where h believes p possible in state s, i.e. ­h±
´ f(s; p) : ±(pjs0) > 0 for some s0 2 Ih(s)g.

De¯nition 2.5. A common belief equilibrium consists of a price function, ± : S !
¢(<L++), and, for each agent h, a state contingent commodity bundle, xh : ­h± !
<L+, such that
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[1] Feasibility: pxh(s; p) · peh(s) for all h; (s; p) 2 ­h± :

[2] Rationality:

P
s02Ih(s)

¼(s0)±(pjs0)P
s002S

¼(s00)±(pjs00)u
h(y; s0) >

P
s02Ih(s)

¼(s0)±(pjs0)P
s002S

¼(s00)±(pjs00 )u
h(xh; s0)

) py > peh(s), for all h, (s; p) 2 ­h±

[3] Market Clearing:
HX

h=1

xh(s; p) =
HX

h=1

eh(s), for all (s; p) 2 ­±

But notice that, because price join measurability was not imposed, such com-
mon belief equilibria can always be thought of as REE on a larger state space,
including the payo® irrelevant uncertainty re°ected in prices. The common belief
equilibrium in the example above can now be written formally as:- ±( 5

4
jb) = 1,

±( 54ja) = 1
4 and ±(

3
4ja) = 3

4 ; x
1(a; 34) = ( 12;

2
3), x

1(a; 54 ) = x1(b; 54) = ( 12;
2
5) and

x2(a; 34) = (
1
2;
1
3 ), x

2( 54; a) = x
2(54 ; b) = (

1
2;
2
5).

Notice that since agent 1 did not care whether state a or b occurred, the
example is non-generic. Dutta and Morris (1995) show that a continuum of non-
trivial common belief equilibria exist in a robust class of economies. This paper,
however, focuses on the narrower question of the foundations for the equilibrium
solution concepts discussed in this section, which I now address.

3. Epistemic Foundations for General Equilibrium solution

concepts

3.1. Framework

I now want to consider a state space which describes not only exogenous variables
(the data of the economy), but also endogenous variables (prices and agents'
consumption choices). It is necessary to do this in order to formalize agents'
knowledge of things like market clearing and rationality. The description given
here is formally very similar to the standard framework described in the previous
section, but has a quite di®erent interpretation. In particular, when I write, for
example, the price p as a function of a state, this is part of the description of
that state, not any kind of equilibrium statement. Equilibrium conditions, in the
standard formulation, will be represented in this formulation by the set of states
where they are true.
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Write U for a set of possible utility functions, u : <L+ ! <. Write ­ for the
¯nite state space, with common prior ¼. Each state is a complete description of
the relevant aspects of the world. Thus, for each state !, there is a price p(!) and,
for each agent h, a utility function uh(!), endowment eh(!), consumption bundle
xh(!) and set of possible states Ih(!). All this information can be summarized
by functions representing price, p : ­ ! <L

++, and for each agent, h = 1; ::; H, a
utility selection uh : ­! U , an endowment vector eh : ­ ! <L

+, and a commodity
bundle xh : ­ ! <L

+. Each agent h has a partition representing his information
on the state space, I h.
With some abuse of notation, write uh(x; !) for f (x) where f = uh(!). Finally,

it is useful to introduce notation for an expected utility function:

vh(!) ´
X

!02Ih(!)
¼[!0jI h(!)]uh(!0)

Thus vh(!) is the h's expected utility function from commodity bundles to
utility if the true state is !. Note that vh is Ih measurable by construction. The
following notation will also be useful

vh(x; !) ´
X

!02Ih(!)
¼[!0jI h(!)]uh(x; ! 0)

Now equilibrium restrictions from the standard framework are translated into
sets in this framework. Thus write C for the set of states where markets clear:-

C ´
(
! :

HX

h=1

xh(!) =
HX

h=1

eh(!)

)

Write F h for the event \agent h makes a feasible choice":-

Fh ´
n
! : p(!)xh(!) · p(!)eh(!)

o

Write Rh for the event \agent h makes a rational choice":-

Rh ´
n
! : vh(y; !) > vh(xh(!); !)) p(!)y > p(!)eh(!)

o

Write E¤ for the event \prices and commodity bundles constitute a competitive
equilibrium of the actual economy":-
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E¤ =

8
><
>:
! :

½
p(!);

n
xh(!)

o
h=1;::H

¾
is a competitive

equilibrium of the economy
n
eh(!); uh(!)

o
h=1;::H

9
>=
>;

Thus E¤ represents the set of states where prices and demands would be an
equilibrium if all agents knew the true state.
Write E¤¤ for the event \prices and commodity bundles constitute a competi-

tive equilibrium of the economy with expected utility functions":-

E¤¤ =

8
><
>:
! :

½
p(!);

n
xh(!)

o
h=1;::H

¾
is a competitive

equilibrium of the economy
n
eh(!); vh(!)

o
h=1;::H

9
>=
>;

Thus E¤¤ represents the set of states where prices and demands would be an
equilibrium of the economy if it was common knowledge that each agent's utility
function was his expected utility function.
These are the crucial events characterizing fundamentals. But we need a de-

scription of agents' knowledge of fundamentals as well. De¯ne knowledge operator
Kh as follows:-

Kh(A) ´
n
! : Ih(!) ½ A

o

Thus Kh de¯nes knowledge of events: for example, we would say that h knows
that markets clear if ! 2 Kh(C). We will also be concerned with when agents
know the realization of a function. Suppose f : ­ ! S for some set S . Agent h
knows f at state ! if he knows the realization of f. Thus

·h(f) ´
n
! : ! 2 Kh(f! 0 : f (!0) = f(!)g)

o
´

n
! : f (!0) = f(!) for all ! 0 2 Ih(!)

o

Endowments, prices, demand, and utility functions are all functions of the
state. Clearly, we will only be interested in states where agents know their own
endowment, demand and current market prices.

3.2. Results

Now we have:-
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Lemma 3.1. Suppose each agent knows prices, and his own endowment and
demand. Suppose markets clear and each agent receives a feasible and rational
commodity bundle. Then prices and commodity bundles constitute a competitive
equilibrium in expected utilities. Formally:

C \
½
H\
h=1

fFh \Rh \ ·h(p)\ ·h(eh) \ ·h(xh)g
¾

½ E¤¤

Proof. C \
½
H\
h=1

fF h \Rhg
¾

½ E¤¤ immediately by de¯nitions.

The assumptions that each agent knows prices and his own endowment and
demand thus plays no formal role in the analysis. Notice that this result allowed
for asymmetric information, because agents may not know their own utility func-
tion. What is the relation between actual CE and CE in expected utilities? If an
agent knows his own utility function, then uh(!) = vh(!); thus conditional on all
agents knowing their own utility functions, E¤ and E¤¤ coincide. Thus:

Lemma 3.2. If all agents know their own utility function, then all CE in expected
utilities are actual CE i.e.

E¤¤ \
½
H\
h=1

·h(uh)
¾

½ E¤

Proof. ! 2 ·h(uh) =) uh(! 0) = uh(!) for all !0 2 Ih(!) =) uh(!) = vh(!).

Corollary 3.3. Suppose each agent knows prices, his own endowment, demand
and utility function. Suppose markets clear and each agent receives a feasible and
rational commodity bundle. Then prices and commodity bundles constitute an
actual competitive equilibrium. Formally:

C \
½
H\
h=1

fF h \ Rh \ ·h(p)\ ·h(eh) \ ·h(xh) \ ·h(uh)g
¾

½ E¤

Proof. Immediate from lemma 3.1 and lemma 3.2.
The critical assumption in corollary 3.3 was that each agent knows his own

utility function. In this case there is nothing worth learning from prices. At those
states where the conditions of the corollary hold, there is no relevant asymmet-
ric information. When we drop this assumption, stronger common knowledge
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restrictions are required to restore rational expectations equilibrium. Common
knowledge is formally de¯ned as follows.
Refer to any function f : f1; ::; ng ! f1; ::; Hg as an indexing function of

degree n. Then f (1); f(2); ::; f(n) is some sequence of names of agents. Write Fn
for the collection of such indexing functions of degree n. Then the set of states
where event A is common knowledge - KcA - is de¯ned to be the set of states
where f(1) knows that f(2) knows that... f(n) knows that A, for every indexing
function of every length. Thus:-

KcA = \
f2Fn;n¸1

Kf (1)Kf (2)::Kf (n)A

The only property of common knowledge that is required here is the follow-
ing well-known ¯xed point characterization of common knowledge (see Aumann
(1976)).

Lemma 3.4. KhK cA = KcA, for all h, for every event A.

The following lemma will be useful. Say that function f : ­ ! S is I h

measurable on event A if !0 2 Ih(!) \A =) f (!0) = f(!) for all ! 2 A.

Lemma 3.5. A ½ Kc
³
·h(f)

´
=) f is I h measurable on event A.

Proof. A ½ Kc
³
·h(f )

´
=) A ½ ·h(f) ) f (!0) = f(!) for all !0 2 Ih(!) and

! 2 A) f is Ih measurable on event A.
Now we have the following lemma.

Lemma 3.6. Consider the set of states where it is common knowledge that [1]
each agent knows the current price and his own endowment and demand and [2]
markets clear and each agent receives a feasible and rational commodity bundle.
Then prices and commodity bundles restricted to that set constitute a rational
expectations equilibrium of the economy restricted to that set. Formally, consider
the event

A =K c
µ
C \

½
H\
h=1

fFh \Rh \ ·h(p) \ ·h(eh)\ ·h(xh)g
¾¶

Then p and
n
xh

o
h=1;::H

restricted to the event A constitute an REE according to

the de¯nition of the previous section.
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Proof. A ½ Kc

µ
H\
h=1

F h
¶
implies part 1 of de¯nition 2.1 holds for all states in A.

A ½ Kc

µ
H\
h=1

Rh
¶
implies part 2 of de¯nition 2.1 holds for all states in A.

A ½ Kc (C) implies part 3 of de¯nition 2.1 holds for all states in A. By lemma

3.5 and A ½ Kc
³
·h(eh)

´
, we have eh measurable with respect to I h for each h on

event A; this was assumed to be a property of the data in the de¯nition of REE.
By lemma 3.5 and A ½ Kc

³
·h(xh) \ ·h(eh)

´
, we have p and xh measurable with

respect to Ih for each h on event A; thus property 4 of de¯nition 2.1 is satis¯ed.

3.3. Examples

I will give three examples illustrating the framework and results; they also show
that the results are tight. Consider ¯rst example 2.4 from section 2. We can
represent it in the language of this section. Write f® for the function

f®(x1; x2) = ® ln(x1) + (1 ¡®) ln(x2)

Example 3.7. ­ = f!1; !2; !3g; ¼(!1) = 3
8
, ¼(!2) =

1
8
and ¼(!3) =

1
2
; p(!1) =

(1; 3
4
), p(!2) = (1; 5

4
) and p(!3) = (1; 5

4
); e1(!) = (1; 0) and e2(!) = (0; 1) for

all !; u1(!) = f 1
2
for all !, u2(!1) = u2(!2) = f 2

3
, and u2(!3) = f 1

3
; x1(!1) =

(1
2
; 2
3
), x1(!2) = x1(!3) = (1

2
; 2
5
), x2(!1) = ( 1

2
; 1
3
), x2(!2) = x2(!3) = (1

2
; 3
5
);

I1 = (f!1g; f!2g; f!3g) and I2 = (f!1g; f!2; !3g).

We can summarize the example as follows:

!1 !2 !3

¼ 3
8

1
8

1
2

u1 f1
2

f1
2

f 1
2

v1 f1
2

f1
2

f 1
2

u2 f2
3

f2
3

f 1
3

v2 f2
3

f2
5

f 2
5

e1 (1; 0) (1; 0) (1; 0)
e2 (0; 1) (0; 1) (0; 1)
p 3

4
5
4

5
4

x1 ( 12;
2
3 ) ( 12;

2
5 ) ( 12;

2
5)

x2 ( 1
2
; 1
3
) ( 1

2
; 3
5
) ( 1

2
; 3
5
)
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Consider lemma 3:6 ¯rst. Since each agent always knows his own endowment,
demand and the current price, and markets always clear and agents always make
feasible and rational choices, then the event that this is true is certainly common
knowledge. So prices and commodity bundles constitute a REE of this economy.
But notice that states !1 and !2 are identical with respect to fundamentals. If
we ¯xed the economy as we originally motivated it in the previous section, this
REE would require a violation of price join measurability.
The requirements of lemma 3.1 are satis¯ed at all states, so CE in expected

utilities are chosen at all states (i.e. E¤¤ = ­).
Now consider corollary 3.3. At states !2 and !3, agent 2 does not know his own

utility function. So there is no requirement that prices and commodity bundles
at states !2 and !3 are competitive equilibria of the economies at those respective
states (as indeed they are not). At state !1, the conditions of lemma are satis¯ed,
and we have a competitive equilibrium (thus E¤ = f!1g).
There was little value added in the above example, because we did not use our

freedom to model situations where the assumptions of general equilibrium are not
common knowledge. Consider the following example.

Example 3.8. ­ = f!1; !2; :::; !2Ng; ¼(!i) = 1
2N for all i; p(!) = (1; 1), for

all !; e1(!) = (1; 0) and e2(!) = (0; 1) for all !; u1(!i) = f1
3
for all i odd,

u1(!i) = f2
3
for all i 6= 2N even and u1(!2N) = f 1

2
; u2(!i) = f1

3
for all i odd

and u2(!i) = f 2
3
for all i even; x1(!1) = ( 13;

2
3 ), x

1(!) = ( 12;
1
2) for all ! 6= !1;

x2(!) = ( 12;
1
2) for all !; I

1 = (f!1g; f!2; !3g; ::; f!2N¡2; !2N¡1g; f!2Ng) and I2 =
(f!1; !2g; f!3; !4g; ::; f!2N¡1; !2Ng)

We can summarize the example as follows:
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!1
!i

i even, i 6= 2N
!i

i odd, i 6= 1 !2N

¼ 1
2N

1
2N

1
2N

1
2N

u1 f1
3

f2
3

f 1
3

f1
2

v1 f1
3

f1
2

f 1
2

f1
2

u2 f1
3

f2
3

f 1
3

f2
3

v2 f1
2

f1
2

f 1
2

f1
2

e1 (1; 0) (1; 0) (1; 0) (1; 0)
e2 (0; 1) (0; 1) (0; 1) (0; 1)
p2 1 1 1 1
x1 (1

3
; 2
3
) ( 1

2
; 1
2
) ( 1

2
; 1
2
) ( 1

2
; 1
2
)

x2 (12 ;
1
2 ) ( 12;

1
2) ( 12;

1
2) ( 12;

1
2)

Let us check the conditions of lemma 3.6 carefully. Both agents always choose
feasible and rational commodity bundles, so F 1 = F 2 = R1 = R2 = ­, and thus
these events are always common knowledge. Similarly, both agents always know
prices and their endowment and own commodity bundle. However, markets do not
clear in state !1. Thus the event that markets clear C = f!2; ::; !2Ng. Let us con-
sider what is known about market clearing at other states: K1C = f!2; ::; !2Ng,
K2K1C = K2C = f!3; ::; !2Ng, K1K2K1C = K1K2C = f!4; ::; !2Ng etc. Thus
KcC = ;: there is nowhere common knowledge of market clearing, so we have no
prediction of rational expectation equilibria being played.
Let us elucidate this result by considering a particular state, !2N . At state !2N,

both agents know prices, their own endowments and commodity bundles. They
are both maximizing their utility function subject to their budget constraints. All
this is common knowledge. In addition, markets are clearing, both agents know
that markets are clearing, and each agent knows that the other knows that the
market is clearing, and so on N times. But lack of common knowledge of market
clearing means that no standard equilibrium interpretation can be given to the
outcome.
Finally, notice that the conditions of lemma 3.1 are satis¯ed at all states in

C, thus E¤¤ = C = f!2; ::; !2Ng. But agents never know their utility function, so
corollary 3.3 has no content and E¤ = ;.
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Example 3.8can easily be altered so that there is common knowledge of market
clearing but not common knowledge of rationality.

Example 3.9. Identical to example 3.8, except that x1 (!1) =
³
1
2
; 1
2

´
.

Now C = ­, so market clearing is always common knowledge, F 1 = F 2 = R2 =
­, so these events are always common knowledge also. But now R1 = f!2; ::; !2Ng.
So again, we get no rational expectation equilibrium, no competitive equilibrium
and expected competitive equilibria at states f!2; ::; !2Ng only.

4. Discussion

The classical theory of markets shows that equilibrium can be decentralized: each
participant in the market need only maximize his only utility subject to prices
and market clearing will ensure a Pareto-e±cient equilibrium. This important
insight is not robust to its assumptions: if there is any asymmetric information
whatsoever, then the natural equilibrium analogue of competitive equilibrium
- that is, rational expectations equilibrium - requires that market participants
understand the structure of the economy and equilibrium, and thus these are
common knowledge. This paper gave a formal version of these claims.
The results did not have much mathematical content: they were proved by

manipulation of the de¯nitions. The results are useful to the extent that they
clarify what lies behind equilibrium solution concepts. In this, they parallel the
work of Aumann and others in game theory which was cited earlier. Indeed,
an alternative approach to this paper would have started with the known game
theory results and applied them to a game which had competitive equilibria and/or
rational expectations equilibria as their Nash equilibria. For example, the \market
clearing" assumption in this paper would correspond to the rationality of a price
player (minimizing excess demands) in the arti¯cial game of Arrow and Debreu
(1954).
One di±culty with this approach is that there are a number of problems giv-

ing strategic foundations to general equilibrium. It was a deliberate modelling
choice in this paper to stay as close as possible to the spirit of general equilibrium
(for example, having \price taking" built into the de¯nition of rationality). This
is based on the belief that issues concerning strategic foundations are essentially
orthogonal to the issues considered here. It should be noted, however, that there
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are some particular problems with modelling agents' learning from contempora-
neous prices in a game theoretic setting. Agents must be assumed to be able
to condition their equilibrium actions on others' simultaneous actions. Krishna
(1986) and Minelli and Polemarchakis (1993) explore ways of doing this in game
theoretic contexts.
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